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The Photometric LSST Astronomical Time Series Classification Challenge

The Large Synoptic Telescope (LSST)

Credit: LSST Project/NSF/AURA

This telescope will produce the 

deepest, widest, image of the 

Universe:

• 27-ft (8.4-m) mirror, the width of a 

singles tennis court

• 3200 megapixel camera

• Each image the size of 40 full 

moons

• 37 billion stars and galaxies

• 10 year survey of the sky

• 10 million alerts, 1000 pairs of 

exposures, 15 Terabytes of data .. 

every night!

https://www.lsst.org/

https://www.lsst.org/
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Spectroscopy Photometry

Filippenko 1997

Expensive
Cheaper

Multi-bands

Low resolution 

spectra

Time Series
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Light curves of
Transients and Variable Stars

Plotted using the Open Supernova Catalog

Ngeow et al. 2016



Pre-PLAsTiCC: SNPhotCC

● Held in 2010
● Classification on SN Ia and Core-collapse
● Within the astronomy community
● Sample size ~ several thousands
● The post-challenge data has been used for developing 

methods for photometric classification of supernovae 



Slide credit: Gautham Narayan



The “Challenge”
● Types are unbalanced

● Small number in the training set

● The training set is not representative of the test data

● Season gaps

● Non-uniform cadence

● Unknown Class 99



Simulation

Kessler et al. 2019



Models

Kessler et al. 2019
Slide credit: Rick Kessler
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Validation Efforts

Slide credit: Kara Ponder

Kessler et al. 2019



Validation Efforts

Slide credit: Kara Ponder



The Metric
● The metric needs to be probabilistic
● The metric depends on the science goal
● We need to select a metric that balances a variety of goals
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Kaggle 
Competition



A Kaggler’s journey to PLAsTiCC solutions



Leaderboard



Team scores over time



 Solutions posted on Kaggle
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(Winning solution)



 Solutions posted on Kaggle

(Winning solution)

PLAsTiCC results paper by Hložek et al, in prep



Useful Features
● Light curve fitting -- Bazin, GP, 

template fitting (SALT2, SN 

templates)

● Flux ratio (color)

● Flux difference

● Host galaxy photo-z

● flux * distance ** 2

Figure credit: Kyle Boone



Popular Models among Kagglers

Gradient Boosting

Neural Net
Multi Layer Perceptron (MLP)

Recurrent Neural Networks (RNN) 

Convolutional Neural Networks (CNN) 

CatBoost

XGBoost

LightGBM

Autoencoders 

Binary Classification



Confusion 
Matrices
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Class 99
● Designed to encourage anomaly detection methods

● Kagglers ended up probing the Leaderboard



Confusion 
Matrices
(excluding 
class 99)



Confusion 
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Combining the top solutions



 The PLAsTiCC data

https://plasticc.org/

https://doi.org/10.5281/z
enodo.2535746

https://plasticc.org/
https://doi.org/10.5281/zenodo.2535746
https://doi.org/10.5281/zenodo.2535746


Slide credit: Gautham Narayan



Thinking about PLAsTiCC 2.0
● Host-galaxy information

● Realistic photo-z

● Early classification

● Image based challenge



Summary
● 1094 teams have participated on Kaggle

● 18 models were simulated

● Data have already been used by many groups

● More work is needed to digest all the solutions



“KAGGLE IS ADDICTIVE ! 

ENTER AT YOUR OWN RISK !!!”
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