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Why Cloud? Example: US 
Govt. “Cloud first”

• All CIO’s must define ≥ 3 projects by Q2 2011

• By Q4, 1 must be in operation

• By June 2012,  all 3 must be

• “Security concerns not enough”
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Why Cloud? Example: 
Netflix Amazon

• Gains: Agility, Reduced Cost

• Thousands of EC2 nodes

• Petabytes of S3

• Hadoop clusters

• Akamai/Limelight(CDN) use

Adrian Cockcroft, Netflix in the Cloud, Nov 2010



Slide 4 ADASS XXI Paris November 2011 William O’Mullane

What a cloud is for me personally …

• Cloud Computing is:
• Self-service
• On-demand
• Pay-as-you-go

• Not much different to a grid BUT..
• No ‘gridware‘ – I can just have the machine

• Hence no messing with security in my application
• I can have ANY machine (within reason)

• i.e. linux, windows, other obscure machine …
• I pay per hour (cents per machine) 

• Wikipedia says 
• Internet-based computing, whereby shared resources, software 

and information are provided to networked computers and 
other devices on-demand. 

http://en.wikipedia.org/wiki/Internet
http://en.wikipedia.org/wiki/Computing
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Most people agree on this ..

• Broadly Clouds come in 3 forms (services).

• Platform As A Service (Google , also Ms Azure) develop against given 
API 

• Infrastructure As A Service (Amazon) just give me the machines I 
will do the rest …

• Software As A Service (like Microsoft offering office, Salesforce.com) 
just use it 

• Last most interesting for me/Gaia..

EC2 Azure AppEngine

Lower-level,
Less management

Higher-level,
More management

Force.com
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The Cloud Computing Stack

Platforms
as a Service

(PaaS)

Infrastructure
as a Service

(IaaS)

Software
as a Service

(SaaS)
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Getting a machine …

• How long does it take you to procure a 
machine ?

• It takes me at least six months !
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A machine in a minute
• While on Amazon I can have one in  minutes ..

https://console.aws.amazon.com/ec2/home#c=EC2&s=Images
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Command line too 

With ROOT access!
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Usage
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ESA Cloud Computing stories

• There are already plenty of success stories some started in 2001 – all still 
consider using some mix of private and public clouds:

• Corp. Comm: Portal Edge Caching, Media Distribution

• GAIA mission: AGIS “Data Train”

• G-POD Framework: Cloud prototype

• Collaboration Tools

• Supersites Geohazard Virtual Archive

• SOA4GDS Software Development Environment, and others
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LEX-CCW’s Portal Edge Caching, 
Media Distribution

Since 2001…
• Edge caching

(Akamai, Highwinds)
• Image/Video dist.
• Content Mgmt
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EO’s G-POD Framework

• Since 2009 (prototype)…

• Amazon EC2 / S3

• Grid and Cloud

• Export service

Brito, A 10K reprocessing campaign for ERS Wave, Nov 2010
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Corporate IT’s Collaboration Tools

• Since 2009 (prototype)

• Virtual Meetings/Desktop 
and Application Sharing

• Recordings for meeting 
absentees

Benefits

• Improved productivity
of remote workers

• Expanded collaboration
also with external partners

• Reduced travel costs 

The yearly cost of WebEx is offset 
if 500 staff use WebEx instead of 

traveling once a year. 
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EO and UNAVCO’s Supersites 
Geohazard Virtual Archive

• Since 2008 (prototype)…
• CDN large file distribution
• Collaboration with ≥ 20 

organizations to pool disaster 
observation data

Monthly Storage Growth

Network bandwidth traffic
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ESAC’s GAIA/AGIS “Data Train”

• Since 2009 (prototype)…

• Amazon EC2 / S3

• Oracle as a service

Parsons et al., Cloud Science or Astrometric Data Processing in Amazon EC2 May 2009O’Mullane, GAIA Data Processing and Challenges, June 2010

O’Mullane, GAIA Data Processing and Challenges, June 2010

We consider this successful compared to 
SDSS experience

But < 1TB data 
No Users !!

And not all rosy this year.
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Lessons so far 

IaaS (computation) CDN PaaS SaaS

Benefits Easier migration than 
expected

Computation costs lower 
than expected

Helped find scalability 
issues

Agility / reach

Much better 
Latency/Bandwidth

Reduced network transit 
costs

N
o
 real exp

erien
ce yet

Twitter

Facebook

Flickr

YouTube

Webex

SharePoint

Caveats Storage costs at times 
higher than expected

High volume data 
transfers slow/costly

Inconsistent network 
performance

Manual architecting 
needed

Most not really pay-as-
you-go, self-service, on-
demand

Most complex product / 
pricing structure

Often needs “digital natives” 
involved in design (especially 
for social media)

Learning curve varies greatly

Notes Mature yet still 
innovating

Standardization “ad hoc”

Mature

New offerings coming

“Just the beginning”

Provider change quite difficult

Mostly hard to generalize
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Risks and their Consequences

Risk Examples Result

Re-invention of wheel Portal proliferation; User account mess Poor services, inefficiency

Individual “contracts” via credit 
card

Critical service is down because key person‘s individual 
credit card expires

Service failure, data mess (where’s 
what?)

Single actor can chose wrong 
direction quickly

Introduction of a proprietary SaaS solution that (only) 
provides a quick fix

Unmanaged service portfolio, not reaching 
strategic goals

Costs can‘t be tracked well Monthly bills unpredictable due to irregular demand. 
Lots of hard to track small transactions with many 
providers

Financial exposure and uncertainty

Costs slowly increase Nobody cleans up hard disks or gets rid of unused 
virtual machines

More expensive over time, unclear what‘s 
still needed

Data gets leaked Data protection violation, leak of industry partner’s (or 
member state‘s) secrets

Financial liability, loss of trust

Data loss NASA‘s moon landing tapes, hacker data vandalism, 
Provider default

Image/brand damage
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• EIROforum is a collaboration between eight European intergovernmental 
scientific research organisations that are responsible for infrastructures and 
laboratories: CERN, EFDA-JET, EMBL, ESA, ESO, ESRF, European XFEL and ILL.

Ambitious goals of science cloud 

• By 2020, all scientists of all disciplines will choose the European Cloud 
Computing Infrastructure as their first option to store and access data, for data 
processing and analysis. 

• This infrastructure will be considered as a natural infrastructure for the global 
science community similar to the road or telecommunication infrastructure for 
the general public today.

• This infrastructure will contain vast quantities of data, an unrivalled array of 
open source tools, and a literally infinite amount of computing power 
accessible and usable from any kind of computer, smart phone or tablet 
device.

European strategic plan to put functionality in place for 2020.

EIROforum – Science Cloud
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Finally – Virtualized Observatory?

• For Gaia looking at virtualization/cloud for complex data interactions

• DBMS/Tap will work for many queries

• But there are many more which will basically require data ‘trawl’ – bring 
data across wire will not be efficient

• Virtualization could provide a way to run ‘my code’ in the archive

• All those complex statistical operators  you want on ALL data

• Also could allow advanced user applications to run in archive 

• Easier if  the whole Archive  is in the cloud

• Could also allow Pay as You Go clients then 

• CANFAR / SKA already on this road – CADC in Gaia working group on archive

• Others also (hence this session at ADASS!)
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Head in the clouds

Gartner Hype Graph

Admittedly cloud computing is still here

Grid 
here ?

Long slide to oblivion

Or here ?
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Conclusion

• Cloud is a nebulous thing 

• But it is here and now 

• It is NOT for everyone and all things 

• But you probably do not want to ignore it completely

• Great for short projects and testing

• Can be cheaper for PEAK processing

• You will still want to keep your data backed up on earth someplace.

• For development and debugging you probably want local machines 
also

Questions ?
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