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The Atacama Large Millimeter Array (ALMA) radio interferometer has started Early Science observations, providing a copious stream of new, high-quality
astronomical datasets of unprecedented sensitivity and resolution. We present here how the ALMA Science Archive (ASA) is being implemented, leveraging
existing Virtual Observatory (VO) technologies and software packages, together with Web 2.0 techniques, to provide scientists with an easy to use, multi-
parameter discovery tool for ALMA data, integrated with the VO.
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(3), and the VOView (4), to support the Table Access Protocol (5); Figure 1: The layered view of our current ASA implementation shows the harvesting process feeding the

ASA database from the ALMA Front-end Database, the Spring-based Java application providing GUI
e and a Spring MVC-based web graphical interface that works as VO client and endpoint services, the web-browser with embedded VOView, and different clients of the system.

of the web application services;

Query Interface

Harvesting

Start
Until the ALMA pipeline heuristics are fully defined, only (—'-)
S = the raw data coming from observations will be available.
Sclonos Qunry_ ASDMs (Viallefond, see 7) are harvested from the ALMA Obtain ASDM
: Front-end Archive (AFA), where they were created and wreive gl

———— by the ALMA Correlator subsystem. For details on |
w | el e o how the data reaches the AFA, see 8.

Obtain tables
with non-zero

The most delicate part of the algorithm (see Figure 3), once non- rows

T ——cemes | ODservational data have been rejected, is the folding, or
Do we have a
tables we need?

| dimensionality reduction, of the data. During folding, data from
all other ASDM tables are compiled at the Field level.

Figure 2: Above, the search interface  ommmmsmomcr——————
showing IVOA characterisation-oriented '

axes, and dynamic name resolution via : ' | == |
Sesame using JavaScript. To the right, the T ddabe In par ticular: L NO
search results in VOView.
o integration time from Scans is attributed to observed Fields; Obtai dta o
present neede
o weather and water vapour information is averaged; fables
| o spectral information is aggregated per Field via interval |
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We are enhancing the VOView so that it can interact with SAMP-based  In total, more than 70 parameters are calculated per Field, and ( o )
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applications (see 6), allowing interactivity between local desktop applications available to be both searched and retrieved.

and our query interface. ,
Figure 3: ASDM Harvester
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