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Figure 20.4.: Time series of VLT+FORS2 spectra of SN 2019vew. Phases are reported relative
to the time of explosion estimated as the midpoint between the last non-detection and the first
detection (MJD=58796.0). The spectra shown are quick reductions of the grism 300V data.
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Figure 12. Comparison of H0 constraints for early-Universe and late-Universe probes in a flat ⇤CDM cosmology. The early-Universe
probes shown here are from Planck (orange; Planck Collaboration et al. 2018b) and a combination of clustering and weak lensing data,
BAO, and big bang nucleosynthesis (grey; Abbott et al. 2018b). The late-Universe probes shown are the latest results from SH0ES (blue;
Riess et al. 2019) and H0LiCOW (red; this work). When combining the late-Universe probes (purple), we find a 5.3� tension with Planck.

7 SUMMARY

We have combined time-delay distances and angular diame-
ter distances from six lensed quasars in the H0LiCOW sam-
ple to achieve the highest-precision probe of H0 to date from
strong lensing time delays. Five of the six lenses are analyzed
blindly with respect to the cosmological parameters of inter-
est. Our main results are as follows:

• We find H0 = 73.3+1.7
�1.8 km s�1 Mpc�1 for a flat ⇤CDM

cosmology, which is a measurement to a precision of 2.4%.
This result is in agreement with the latest results from mea-
surements of type Ia SNe calibrated by the distance ladder
(Riess et al. 2019) and in 3.1� tension with Planck CMB
measurements (Planck Collaboration et al. 2018b).

• Our constraint on H0 in flat ⇤CDM is completely in-
dependent of and complementary to the latest results from
the SH0ES collaboration, so these two measurements can be
combined into a late-Universe constraint on H0. Together,
these are in tension with the best early-Universe (i.e., CMB)
determination of H0 from Planck at a significance of 5.3�.

• We check that the lenses in our sample are statistically
consistent with one another by computing Bayes factors be-
tween their H0 PDFs. We find that all six lenses are pairwise
consistent (i.e., F > 1), indicating that we are not underesti-

mating our uncertainties and are able to control systematic
e↵ects in our analysis.

• We compute parameter constraints for cosmologies be-
yond flat ⇤CDM. In an open ⇤CDM cosmology, we find
⌦k = 0.26+0.17

�0.25 and H0 = 74.4+2.1
�2.3 km s�1 Mpc�1, which

is still in tension with Planck, suggesting that allowing for
spatial curvature cannot resolve the discrepancy. In a flat
wCDM cosmology, we find H0 = 81.6+4.9

�5.3 km s�1 Mpc�1

and w = �1.90+0.56
�0.41. In a flat w0waCDM cosmology, we

find H0 = 81.3+5.1
�5.4 km s�1 Mpc�1, but are unable to place

meaningful constraints on w0 and wa.

• We combine our constraints with Planck, including
CMB weak lensing and BAO constraints. Although time-
delay cosmography is primarily sensitive to H0, with only
a weak dependence on other cosmological parameters, the
constraints are highly complementary to other probes such
as Planck, CMB weak lensing, and BAO. We test the open
⇤CDM and wCDM cosmologies, as well as cosmologies with
variable e↵ective neutrino species and/or sum of neutrino
masses, and a wCDM cosmology with a time-varying w. The
full parameter constraints for these models when combining
H0LiCOW and Planck are given in Table 7.

• We use the distance measurements from time-delay cos-
mography to calibrate the distance scale of type Ia SNe from
the JLA and Pantheon samples. This provides a probe of H0
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Extragalactic Distances

Required for a 3D picture of the (local) 
universe



Extragalactic Distances

• Difficulty to measure accurate distances
• Importance for local matter distributions
• Local expansion rate (Hubble constant)
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Figure 8. Perspective view of the V8k catalog after correction for incompleteness and represented by three layers of isodensity contours. The region in the vicinity of
the Virgo Cluster now appears considerably diminished in importance. The dominant structures are the Great Wall and the Perseus–Pisces chain, with the Pavo–Indus
feature of significance.
(A color version of this figure is available in the online journal.)

contour maps after making corrections for incompletion. The
first step is to evaluate the intrinsic properties of a complete
sample of galaxies, say, as characterized by the Schechter
(1976) luminosity function. In that early work by Hudson, only
diameters were available over most of the sky, so he had to
determine an equivalent diameter function. The next step is to
formulate how deeply into the luminosity (or diameter) function
one is sampling as a function of distance. This analysis gives a
measure of how much luminosity is being lost in increasing
distance shells. Here we assume a linear relation between
redshift and distance, a reasonable assumption: corrections for
lost galaxies increase with distance from negligible to important,
but over the same range, relative deviations between redshift and
distance decrease from significant to small. The correction is
made in the form of a fifth-order polynomial fit to the depletion
of galaxies in successive shells in redshift. The correction is
made with an adjustment to the luminosities of galaxies in
the catalog, effectively an assumption that the missing galaxies
reside near the bright galaxies that have been included. The
increase in the amount of lost light is modeled by a fourth-
order polynomial fit to the amount of lost light from an assumed
Schechter function in successively increasing velocity shells.
The resulting sample is smoothed on a grid with a Gaussian
smoothing of 100 km s−1 within 1000 km s−1 that increases with
distance so the peak compared with an unadjusted luminosity is
constant but the luminosity is spread over an increasing volume
with distance. The correction is made to luminosity rather than

number through the assumed Schechter function. The number
of lost galaxies becomes very large at the edge of the survey
but the lost luminosity is modest since most of the light in a
complete sample is in the brightest galaxies which are included.
The adjustment factor at 8000 km s−1, the radial dimension
of the data cube on the cardinal axes, is a factor of 2.5. The
adjustment factor grows to 10 in the extreme corners of the cube
at almost 14,000 km s−1. Blue luminosities are used since that
was what was available when V8k was constructed.

In the accompanying movie, the transition from displays
of individual galaxies to maps adjusted for incompleteness is
shown by a dissolve to a density isosurfaces plot. We nest
cuts at three density levels, at 0.3, 0.1, and 0.07 L⋆ galax-
ies per (100 km s−1)3, respectively. Two roughly orthogonal
perspective views are given in Figures 8 and 9. The isoden-
sity values associated with the surfaces are chosen to display
a large range of structures from the Local Group to dense
clusters and the Great Wall, and so that the major structures
appear well defined and separated. In Figure 8 the observ-
ing point is roughly edge-on to the Great Wall and isolates
the Virgo/Local Supercluster from its neighbors. The Great
Wall appears as a massive superstructure running up to the
Hercules Cluster. It is now clear that what has been called the
Virgo or Local Supercluster is a relatively minor element within
the V8k volume. The two dominant structures are the Great
Wall and the Perseus–Pisces filament. The Southern (Sculptor)
Wall is a significant appendage to Perseus–Pisces. Likewise, the

6



Local Flows

Inhomogeneous mass distribution in the 
local Universe 11

Figure 8. Flow streamlines seeded within the density unity contour of the Graziani et al. model. Flowlines
proceed from seed position to one of three accumulation points associated respectively with the Shapley
concentration, the Perseus�Pisces filament, and the Great Attractor. Flow lines associated with seeds along
most of the South Pole Wall proceed to the Shapley concentration. There is a divergence between flows
toward Shapley and flows toward Perseus�Pisces in the region of the Funnel indicated by an arrow. Details
of the flow lines are best appreciated by opening the interactive model.

6. SUMMARY

The accompanying 5 minute video (see in-
teractive Figure 9) encapsulates the salient
points of this discussion. Observational lim-
itations must be acknowledged. Recognition
of the South Pole Wall feature has only been
possible because of the contribution of the
Six Degree Field Galaxy Survey component of
Cosmicflows-3 (Springob et al. 2014). The red-
shift limit of this contribution is 16,000 km s�1.
The South Pole Wall as we constitute it
walks a constrained line inside this limit at
⇠ 13, 000 km s�1 and, at b ⇠ �20�, the other
observational impediment of the zone of obscu-
ration of the Milky Way.
The proximity of the Shapley concentration of

rich clusters with similar velocities (Scaramella

et al. 1989; Raychaudhury 1989) and the direc-
tion of our motion inferred from the cosmic mi-
crowave background dipole (Fixsen et al. 1996)
both immediately to the north of the galac-
tic plane begs the question of what we might
be missing. Resolution will require numerous
and accurate distance measures to significantly
larger redshifts.
In addition to these redshift and obscuration

edge e↵ects, there are other ambiguities regard-
ing the full extent of the South Pole Wall. The
⇠ 19, 000 km s�1 run of a rather straight fil-
ament from Apus through the celestial South
Pole to Lepus is most striking. Then there is
the ⇠ 13, 000 km s�1 long complex between Le-
pus and the Funnel after a bend in direction
at Lepus. Should these structures be consid-

Pomarède et al. 2020



Hubble Constant(s)
Riess et al. 2019

In Table 6 and Figure 5 we give a detailed breakdown of all
sources of uncertainty in the determination of H0 here and
compared to R16. The primary changes between the present
uncertainties in H0 and those in R16 result from improvements
in the anchor measurements from the LMC and MW. The
contributed uncertainty from MW Cepheid parallaxes has
decreased from 2.5% to 1.7% because of new parallax
measurements from HST spatial scanning (R18b) and from
Gaia Data Release 2 (R18a) and from the use of WFC3 to
measure their photometry on the same photometric system as
Cepheids in SN Ia hosts. These improvements in the MW
anchor alone reduced the overall uncertainty in H0 from 2.4%
to 2.2% (R18a). An even greater improvement in the LMC
anchor is now realized, decreasing its contributed uncertainty
from 2.6% to 1.5%. While there is a small increase in
uncertainty in the P–Lintercept because of the smaller sample
of LMC Cepheids here, this is more than offset by the smaller
systematic uncertainty in their photometric zero-point. We also
note that there is an increase in the overall uncertainty due to
the relation between Cepheid metallicity and luminosity. The
metallicity term we derived from our analysis of all Cepheid
data (R16) is −0.17±0.06 mag per dex, similar to Gieren
et al. (2018), who find −0.22 mag per dex in the NIR for a
lower range of metallicity. The product of the mean, subsolar
metallicity for the LMC Cepheids and the uncertainty in this
term is 0.9%. The other two anchors have Cepheids with near
solar metallicities that are much closer to those in the SN hosts,

so the overall uncertainty in H0 due to metallicity is weighted
down by these anchors to 0.5%.

5. Discussion

5.1. Systematics: Cepheid Associated Flux

The photometric measurements of Cepheids from R16 in
SNIa hosts and NGC 4258 account for the mean additional
light due to chance superposition on crowded backgrounds
through the use of artificial star measurements. However, the
possibility of light from stars that are physically associated with
the Cepheids and unresolved at their distances for SN Ia hosts
(5–40Mpc) but that is resolved in the LMC at 50 kpc (or the
MW at 2–3 kpc), and thus excluded from measurement, would
have a differential effect that could bias the determination of
H0. Anderson & Riess (2018) quantified this “associated-light
bias” by studying its two plausible sources, wide binaries
(arel>400 au) and open clusters (closer binaries are unre-
solved in all cases). They found that the mean effect of wide
binaries was negligible (0.004% in H0) because Cepheids
dominate companions in luminosity. Closer binaries, while
more common, are unresolved in either anchor galaxies or SN
hosts, so even the tiny contamination of Cepheid flux from a
companion, ∼0.02% in distance, cancels along the distance
ladder because of its presence for all Cepheids (assuming
binarity is common in all hosts). To quantify the impact of
open clusters, they analyzed the regions around a large sample
of Cepheids in M31, 450 Cepheids with UV HST imaging from
the PHAT program (Dalcanton et al. 2012). They found that
2.4% of Cepheids are in such clusters and that the photometric
bias averaging over Cepheids in or out of clusters is
0.0074 mag for mH

W . This value might be considered an upper
limit to the bias because there is also a “discovery bias” to
exclude even the small fraction of Cepheids in bright clusters
from a distant sample. The additional constant flux that is
unresolved for distant Cepheids in clusters would decrease the
amplitude of Cepheid light curves. Anderson & Riess (2018)
found that a mean bias for a Cepheid in a cluster in M31 of
0.30 mag in mH

W corresponds to a bias of 0.8 mag at visual
wavelengths, near or brighter than the limit of 0.5 mag
contamination that Ferrarese et al. (2000) determined would
preclude discovery of a Cepheid because of the flattening of its
light curve. In the other direction, one might posit a somewhat
larger clustered fraction in SNIa hosts than in M31 (M31 being
somehow unusual), but this direction is limited by the greater
ages of Cepheids (30–300Myr) than clusters with only ∼10%
of massive embedded clusters surviving for more than 10Myr
(Anderson & Riess 2018, and sources within). Indeed, M31
provides the best analog for the SNIa hosts (high metallicity
spiral) for which an up-close, external view of Cepheid
environments is available. Such accounting for the MW may
await improved parallaxes. In this regard, the LMC is unusual,
with a greater frequency of Cepheids in clusters and a higher
concentration of massive clusters (likely due to its high rate of
recent star formation), with 7.2% of P>10 day Cepheids in
clusters (with fewer than four Cepheids per cluster). The LMC
also harbors two Cepheid-rich clusters, each with 24 Cepheids,
eight times the number of Cepheids as the richest MW cluster.
Because of the great resolution of HST in the LMC, this excess
of clusters around Cepheids in the LMC has no photometric
impact on the measurement of H0. Here we have included the
expected impact of such flux based on the example of M31 and

Figure 4. The 4.4σ difference between local measurements of H0 and the value
predicted from Planck+ΛCDM. We show local results presented by Riess et al.
(2016), reanalysis by C16 (Cardona et al. 2017), FK17 (Follin & Knox 2018),
or FM18 (Feeney et al. 2017), the HOLiCOW lensing results from Birrer18
(Birrer et al. 2018), a replacement of optical SN data with NIR in DJL17
(Dhawan et al. 2018) and B18 (Burns et al. 2018), and a revised geometric
anchor from HST and Gaia DR2 parallaxes (R18a, b). Other early universe
scales are shown in blue. Possible physics causes for a 2%–4% change in H0
include time-dependent dark energy or nonzero curvature, while a larger 5%–
8% difference may come from dark matter interaction, early dark energy or
additional relativistic particles.
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Extragalactic Distances
Many different methods

– Galaxies
• Mostly statistical
• Secular evolution, e.g. mergers
• Baryonic acoustic oscillations

– Supernovae
• Excellent (individual) distance indicators
• Three main methods

– (Standard) luminosity, aka ’standard candle’
– Expanding photosphere method
– Angular size of a known feature



Hubble Constant
Three different methods

1. Distance ladder
• Calibrate next distance indicator with the previous

2. Physical methods
• Determine either luminosity or length through 

physical quantities
– Lens delays
– Sunyaev-Zeldovich effect (galaxy clusters)
– Expanding photosphere method in supernovae
– Physical calibration of thermonuclear supernovae 
– Geometric methods, e.g. masers

3. Global solutions
• Use knowledge of all cosmological parameters 

– Cosmic Microwave Background



MEASURING EXTRAGALACTIC DISTANCES 601 

"Gerard de Vaucouleurs on the one hand, and Allan 
Sandage and Gustav Tammann on the other, arrived at 
estimates of the size of the universe, as measured by the 
Hubble constant, differing from each other by a factor of 
two. Moreover, when I asked the protagonists what was the 
range outside which they could not imagine the Hubble con- 
stant lying, these ranges did not overlap. Given that they 
were studying more or less the same galaxies with rather 
similar methods, often using the same observational mate- 
rial, I found this incredible. " 

Michael Rowan-Robinson, in The Cosmological Dis- 
tance Ladder (1985) 

1. INTRODUCTION 
Aristarchus of Samos, in the third century B.C., may 

have been the first person to try measuring the size of his 
universe when he estimated the ratio of the distances be- 
tween the Sun and Moon. His efforts, which were later 
followed by the work of such well-known scientists as Er- 
atosthenes, Hipparchus, Ptolemy, Copernicus, and Kepler, 
led to a set of reasonably good relative distances within the 
solar system. With the advent of radar measurements in 
the mid-20th century, these relative values were placed on 
an absolute scale with unprecedented accuracy. 

Once outside the solar system, however, there is an 
enormous loss in the accuracy of distance determinations. 
Measurements of nearby stars and galaxies typically carry 

uncertainties of 10%-20%, and are thus six orders of mag- 
nitude less accurate than solar-system measurements. (But 
the latter, of course, are more than six orders of magnitude 
closer!) For the more distant objects (up to 11 orders of 
magnitude more distant than solar-system objects), even 
this seems remarkable, especially when one considers the 
number of rungs on the distance "ladder" (Fig. 1 ), and the 
fact that each rung has its own "10% errors." Neverthe- 
less, a number of steps are sufficiently redundant and se- 
cure that the accurate measurement of extragalactic dis- 
tances seems a real possibility. 

On the other hand, it is over 2000 years since Aristar- 
chus, and yet we are still unable to determine the scale of 
our universe to the satisfaction of the astronomical com- 
munity. By itself, this failure is not a serious transgression; 
it takes time to solve difficult problems. It is, however, a 
major embarrassment that the leading proponents in the 
field have historically failed to agree within their stated 
errors. If we dismiss the possibility of repeated oversights 
in the analyses, then the most likely cause of the discrep- 
ancy is that the measurement uncertainties, internal and/ 
or external, have continually been underestimated. 

It is this line of reasoning that led Rowan-Robinson 
(1985, 1988) to survey the field of extragalactic distance 
determinations, and we strongly encourage anyone inter- 
ested in this topic to consult these reviews. Other recom- 
mended reading on the subject includes Balkowski and 
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Pathways to Extragalactic Distances 
Fig. 1—In this diagram we illustrate the various modem routes which may be taken to arrive at H0 and the genealogy and approximate distance range 
for each of the indicators involved. Population I indicators appear on the left-hand side and Population II on the right-hand side. The distance increases 
logarithmically toward the top of the diagram. The following abbreviations have been used to conserve space: LSC—Local Super Cluster; SG— 
Supergiant; SN—Supernovae; B-W—Baade-Wesselink; PNLF—Planetary-Nebula Luminosity Function; SBF—Surface-Brightness Fluctuations; 
GCLF—Globular-Cluster Luminosity Function; �—parallax. 
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Jacoby et al. 1992

Classic Distance Ladder
Primary distance indicators 
(within the Milky Way)

– trigonometric parallax
– proper motion
– apparent luminosity

• main sequence
• red clump stars
• RR Lyrae stars
• eclipsing binaries
• Cepheid stars
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Figure 10
Graphical results of the Hubble Space Telescope Key Project (Freedman et al. 2001). (Top) The Hubble
diagram of distance versus velocity for secondary distance indicators calibrated by Cepheids. Velocities are
corrected using the nearby flow model of Mould et al. (2000). Dark yellow squares, Type Ia supernovae;
filled red circles, Tully-Fisher (TF) clusters (I-band observations); blue triangles, fundamental plane clusters;
purple diamonds, surface brightness fluctuation galaxies; open black squares, Type II supernovae. A slope of
H o = 72 ± 7 km s−1 Mpc−1 is shown (solid and dotted gray lines). Beyond 5,000 km s−1 (vertical dashed line),
both numerical simulations and observations suggest that the effects of peculiar motions are small. The Type
Ia supernovae extend to about 30,000 km s−1, and the TF and fundamental plane clusters extend to velocities
of about 9,000 and 15,000 km s−1, respectively. However, the current limit for surface brightness
fluctuations is about 5,000 km s−1. (Bottom) The galaxy-by-galaxy values of Ho as a function of distance.

We update this analysis using the new HST-parallax Galactic calibration of the Cepheid zero
point (Benedict et al. 2007) and the new supernova data from Hicken et al. (2009). We find
a similar value of Ho, but with reduced systematic uncertainty, of Ho = 73 ± 2 (random) ±
4 (systematic) km s−1 Mpc−1. The reduced systematic uncertainty, discussed further in Section 4.1
below, results from having a more robust zero-point calibration based on the Milky Way Galaxy
with comparable metallicity to the spiral galaxies in the HST Key Project sample. Although, the
new parallax calibration results in a shorter distance to the LMC (which is no longer used here
as a calibrator), the difference in Ho is nearly offset by the fact that no metallicity correction is
needed to offset the difference in metallicity between the LMC and calibrating galaxies.
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Classic Distance Ladder
Secondary distance 
indicators (beyond the 
Local Group)

– Important check
• Large Magellanic Cloud

– Tully-Fisher relation
– Fundamental Plane
– Supernovae (mostly SN Ia)
– Surface Brightness 
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Hubble Constant

Calibration of M(SN Ia @ max)
Distance ladder

Eliminating sources of systematic error between anchor and calibrator:   

1) use same instrument 2) same Cepheid parameters (Period,Z)  3) better anchor 
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Hubble Constant

Supernova Ia
Hubble diagram

with blending higher than the inner region of NGC 4258 to the
remaining 13. The difference in the mean model residual
distances of these two subsamples is 0.02±0.07 mag,
providing no evidence of such a dependence.

4.2. Optical Wesenheit Period–Luminosity Relation

The SH0ES program was designed to identify Cepheids from
optical images and to observe them in the NIR with F160W to
reduce systematic uncertainties related to the reddening law, its
free parameters, sensitivity to metallicity, and breaks in the P–L

relation. However, some insights into these systematics may be
garnered by replacing the NIR-based Wesenheit magnitude, mH

W ,
with the optical version used in past studies (Freedman et al.
2001), ( )= - -m I R V II

W , where R≡AI/(AV− AI) and the
value of R here is ∼4 times larger than in the NIR. The
advantage of this change is the increase in the sample by a little
over 600 Cepheids in HST hosts owing to the greater FOV of
WFC3/UVIS. Of these additional Cepheids, 250 come from
M101, 94 from NGC 4258, and the rest from the other SN hosts.
In Table 8 we give results based on Cepheid measurements of
mI

W instead of mH
W for the primary fit variant with all four

Figure 10. Complete distance ladder. The simultaneous agreement of pairs of geometric and Cepheid-based distances (lower left), Cepheid and SN Ia-based distances
(middle panel) and SN and redshift-based distances provides the measurement of the Hubble constant. For each step, geometric or calibrated distances on the x-axis
serve to calibrate a relative distance indicator on the y-axis through the determination of M or H0. Results shown are an approximation to the global fit as discussed in
the text.
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7.6. Comparison of H0 Values for Cepheids, TRGB, and Planck

We show in Figure 17 a comparison of local Cepheid (blue)
and TRGB (red) determinations of H0, as well as values based
on CMB measurements (black), plotted as a function of year of
publication. The value of H0 determined in this paper is
denoted by a red star and falls between the values defining the
current H0 tension. It favors neither method and can be equally
used to argue for evidence that there is no tension (but ignoring
the Cepheid results) or that, combining the TRGB and Cepheid
results, it provides low-level additional evidence that there is
tension between the local and CMB values of H0.

8. The Future

In the next few years, a number of ongoing studies will help
to sharpen the current debate over the early-universe and
locally determined values of H0. We list five of them here.

1. A major improvement to the parallax measurements from
Gaia is expected in 2022. At that time, accurate
parallaxes (=1%) will become available for both Milky
Way TRGB stars and Cepheids. In addition, they will be
available for RR Lyrae stars. Although fainter than
TRGB stars or Cepheids, RR Lyrae stars can provide a
completely independent zero-point for the nearest
galaxies, allowing further testing for hidden systematics.

2. The HSTwill continue to allow measurement of distances
to galaxies containing TRGB stars and Cepheids that are
host to SNeIa , thereby increasing the numbers of SN Ia
calibrating galaxies. Already, additional HST time has
been awarded for both programs in Cycle 26 (Proposal
15640, PI: Freedman; Proposal 15642, PI: Riess).

3. The launch of the JWST in 2021 will allow TRGB stars to
be measured at infrared wavelengths, where these stars
are brighter than they are in the optical, thereby
increasing the volume out to which TRGB distances
can be measured and increasing the number of SNIa
calibrating galaxies. Increasing the number of calibrators
is particularly important. As the uncertainty in the zero-
point is decreased, the small number of calibrators (and
their dispersion in absolute magnitudes) will become the
largest uncertainty in the local determination of H0.
Unfortunately, JWST will not be capable of significantly
extending the reach of the Cepheid distance scale for a
number of reasons: Cepheids are bluer stars, and their

maximum variability (discovery potential) occurs at
optical wavelengths. The JWST, optimized for the
infrared, is diffraction-limited at 2 μm. At larger
distances, crowding of Cepheids by RGB and brighter
AGB stars at redder wavelengths, combined with the
smaller amplitudes in the infrared, will severely limit
their discovery and ultimate accuracy in H0.

4. With Advanced LIGO and Virgo, the expected detection
of significant numbers of gravitational-wave events for
neutron star–neutron star coalescing binaries may provide
a Hubble constant to 2% accuracy within 5 yr (Chen et al.
2018); see, however, Shafieloo et al. (2018), who noted
that the accuracy for this method in the near-term will still
be dependent on the adoption of an underlying
cosmological model.

5. The use of strong gravitational lens systems for measuring
H0 will provide a completely independent measure of H0
and shows promise for a 1% determination of H0 in future
years as hundreds, and possibly thousands, of time-delay
lens systems are discovered in future surveys (e.g., the
H0LiCOW program; Suyu et al. 2017).

9. Summary

The major result from this paper is the construction and
calibration of a new and independent distance scale for the
local universe using the TRGB method, calibrating the absolute
distances to SNeIa in several independent surveys. We
determine a value of the Hubble constant of H0=
69.8±0.8 (±1.1% stat)±1.7 (±2.4% sys) km s−1 Mpc−1.
This value differs only at the 1.2σ level from the most recent
Planck Collaboration et al. (2018) inferred value of H0. It is
smaller than previous estimates of the Cepheid calibration of
SNeIa (Freedman et al. 2012; Riess et al. 2019) but still agrees
well at the 1.7σ level. The TRGB method provides an
opportunity to test for systematics in the Cepheid-based
determination of H0, which is significantly discrepant with
that inferred from Planck. As we have demonstrated, the
precision of the TRGB method is high, and future near-term
improvements will continue to increase its accuracy.
In Figure 18, we compare the H0 probability density

distributions for the TRGB, calibrated with the distance to the
LMC, and Cepheids, calibrated with Milky Way parallax
distances and the maser distance to NGC 4258 (and excluding
the LMC calibration for Cepheids). Riess et al. (2019) determined

Figure 17. Plot of H0 values as a function of time. The black points and shaded region are determined from measurements of the CMB, those in blue are Cepheid
calibrations of the local value of H0, and those in red are TRGB calibrations. The red star is the best-fit value obtained in this paper. Error bars are 1σ.
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Figure 12. Comparison of H0 constraints for early-Universe and late-Universe probes in a flat ⇤CDM cosmology. The early-Universe
probes shown here are from Planck (orange; Planck Collaboration et al. 2018b) and a combination of clustering and weak lensing data,
BAO, and big bang nucleosynthesis (grey; Abbott et al. 2018b). The late-Universe probes shown are the latest results from SH0ES (blue;
Riess et al. 2019) and H0LiCOW (red; this work). When combining the late-Universe probes (purple), we find a 5.3� tension with Planck.

7 SUMMARY

We have combined time-delay distances and angular diame-
ter distances from six lensed quasars in the H0LiCOW sam-
ple to achieve the highest-precision probe of H0 to date from
strong lensing time delays. Five of the six lenses are analyzed
blindly with respect to the cosmological parameters of inter-
est. Our main results are as follows:

• We find H0 = 73.3+1.7
�1.8 km s�1 Mpc�1 for a flat ⇤CDM

cosmology, which is a measurement to a precision of 2.4%.
This result is in agreement with the latest results from mea-
surements of type Ia SNe calibrated by the distance ladder
(Riess et al. 2019) and in 3.1� tension with Planck CMB
measurements (Planck Collaboration et al. 2018b).

• Our constraint on H0 in flat ⇤CDM is completely in-
dependent of and complementary to the latest results from
the SH0ES collaboration, so these two measurements can be
combined into a late-Universe constraint on H0. Together,
these are in tension with the best early-Universe (i.e., CMB)
determination of H0 from Planck at a significance of 5.3�.

• We check that the lenses in our sample are statistically
consistent with one another by computing Bayes factors be-
tween their H0 PDFs. We find that all six lenses are pairwise
consistent (i.e., F > 1), indicating that we are not underesti-

mating our uncertainties and are able to control systematic
e↵ects in our analysis.

• We compute parameter constraints for cosmologies be-
yond flat ⇤CDM. In an open ⇤CDM cosmology, we find
⌦k = 0.26+0.17

�0.25 and H0 = 74.4+2.1
�2.3 km s�1 Mpc�1, which

is still in tension with Planck, suggesting that allowing for
spatial curvature cannot resolve the discrepancy. In a flat
wCDM cosmology, we find H0 = 81.6+4.9

�5.3 km s�1 Mpc�1

and w = �1.90+0.56
�0.41. In a flat w0waCDM cosmology, we

find H0 = 81.3+5.1
�5.4 km s�1 Mpc�1, but are unable to place

meaningful constraints on w0 and wa.

• We combine our constraints with Planck, including
CMB weak lensing and BAO constraints. Although time-
delay cosmography is primarily sensitive to H0, with only
a weak dependence on other cosmological parameters, the
constraints are highly complementary to other probes such
as Planck, CMB weak lensing, and BAO. We test the open
⇤CDM and wCDM cosmologies, as well as cosmologies with
variable e↵ective neutrino species and/or sum of neutrino
masses, and a wCDM cosmology with a time-varying w. The
full parameter constraints for these models when combining
H0LiCOW and Planck are given in Table 7.

• We use the distance measurements from time-delay cos-
mography to calibrate the distance scale of type Ia SNe from
the JLA and Pantheon samples. This provides a probe of H0
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Gravitational Lenses
H0LICOW collaboration H0LiCOW XIII: A 2.4% measurement of H0 5

1"

(a) B1608+656

1"

(b) RXJ1131�1231

1"

(c) HE0435�1223 (d) SDSS 1206+4332

1"

(e) WFI2033�4723 (f) PG 1115+080

Figure 1. Multicolor images of the six lensed quasars used in
our analysis. The images are created using two or three imag-
ing bands in the optical and near-infrared from HST and/or
ground-based AO data. North is up and east is to the left.
Images for B1608+656, RXJ1131�1231, HE0435�1223, and
WFI2033�4723 are from H0LiCOW I.

lenses to analyze first, as there may be systematics that de-
pend on such factors, and we want to account for them in
our analysis (see Ding et al. 2018, who attempt to address
these issues based on simulated data).

3.2 Time Delay Measurement

Out of the six lenses of the H0LICOW sample, all except
for B1608+656 have been monitored in optical by the COS-
MOGRAIL collaboration from several facilities with 1m and
2m-size telescopes. Several seasons of monitoring are needed
in order to disentangle the variations due to microlensing in
which brightening or dimming of the quasar images by stars
in the lens galaxy can mimic intrinsic features in the light
curves.

From the monitoring data, COSMOGRAIL measures

time delays using numerical curve-shifting techniques, which
fit a function to the light curve of each quasar image and find
the time shifts that minimize the di↵erences among them
(Tewes et al. 2013a; Bonvin et al. 2019). These techniques
are made publicly available as a python package named
PyCS2, which also provides tools to estimate the time de-
lays uncertainties in the presence of microlensing. The pack-
age was tested on simulated light curves reproducing the
COSMOGRAIL data with similar sampling and photomet-
ric noise in a blind time delay challenge (Liao et al. 2015).
Bonvin et al. (2016) demonstrated the robustness of the PyCS
curve-shifting techniques by recovering the time delays at a
precision of ⇠ 3% on average with negligible systematic bias.

Tewes et al. (2013b) applied these techniques to
RXJ1131�1231 and measured the longest time delay to
1.5% precision (1�). The time delay of SDSS 1206+4332 was
also measured with PyCS; Eulaers et al. (2013) obtained a
time delay between the two multiple images of �tAB =
111.3± 3 days, with image A leading image B. Birrer et al.
(2019) re-analyzed the same monitoring data with updated
and independent curve-shifting techniques and confirmed
this result. For HE0435�1223, the latest time delay mea-
surement was obtained with the 13 year-long light curves
of the COSMOGRAIL program at 6.5% precision on the
longest time delay (Bonvin et al. 2017).

Recently, Courbin et al. (2018) demonstrated that a
high-cadence and high signal-to-noise (S/N) monitoring
campaign can also disentangle the microlensing variability
from the intrinsic variability signal by catching small varia-
tions of the quasar that happen on timescales much shorter
than the typical microlensing variability. It is therefore pos-
sible to disentangle the intrinsic signal of the quasar from
the microlensing signal in a single season. High-cadence data
were used for WFI2033�4723 and PG 1115+080 to measure
time delays at a few percent precision in one season. These
results are in agreement with the time delays measured from
decade-long COSMOGRAIL light curves and are combined
in the final estimate (Bonvin et al. 2018, 2019).

The remaining lens of the sample, B1608+656 was mon-
itored by Fassnacht et al. (1999, 2002) with radio observa-
tions from the Very Large Array over three seasons. All three
independent time delays between the multiple images were
measured to a precision of a few percent.

A complicating factor in converting the observed time
delays to a cosmological constraint is the so-called “mi-
crolensing time-delay” e↵ect (Tie & Kochanek 2018). The
estimation of this e↵ect is based on the lamp-post model,
which predicts delayed emission across the quasar accretion
disk from a central driving source. Di↵erent regions of the
disk can then be magnified by the microlenses di↵erently in
each of the multiple images. This reweighting of the delayed
emission across the accretion disk could lead to a change in
the measured time delay. As the microlensing changes with
time, this could lead to a variation in the measured time
delays from season to season. There is no evidence of this
e↵ect based on our current data, so our main cosmological
results do not depend on it. Nonetheless, we quantify this
factor for di↵erent speculative models (Bonvin et al. 2018,

2 Available at http://www.cosmograil.org

MNRAS 000, 1–?? (2019)

S
herry S

uyu
(J. W

ied
ersich

/ TU
M

)



Type II Supernovae
• Core-collapse explosions of 

massive, red-supergiant stars

• Peak absolute mags between -16 and -18 

→ observable up to z ≈ 0.4

• Most common type of SN by volume

II 
57% 

Ibc 
19% 

Ia 
24% 

SN by volume

M
attila

et al. 2010



Physical parameters of 
core collapse SNe

Light curve shape and the velocity 
evolution can give an indication of the total 
explosion energy, the mass and the initial 
radius of the explosion

Observables (e.g. Popov 1993):
• length of plateau phase Δt
• luminosity of the plateau LV
•velocity of the ejecta vph

• 𝐸 ∝ Δ𝑡' ⋅ 𝑣()* ⋅ 𝐿+.'

•𝑀 ∝ Δ𝑡' ⋅ 𝑣()- ⋅ 𝐿+.'

•𝑅 ∝ Δ𝑡.! ⋅ 𝑣().'⋅ 𝐿.+./



Expanding Photosphere Method

• Modification of Baade-Wesselink method 
for variable stars

• Assumes
– Sharp photosphere 
à thermal equilibrium

– Spherical symmetry 
à radial velocity

– Free expansion
19
74
Ap
J.
..
19
3.
..
27
K

Kirshner & Kwan 1974



Expanding Photosphere Method

• Line formation in the 
expanding ejecta

• P Cygni line profile
– absorption indicates 

photospheric position 

3.1. Type II supernova basics

Figure 3.5.: P-cygni line formation. Line interactions add photons to or remove photons from
the continuous photospheric SED. In the schematic illustration in the top panel, the observer is
on the left-hand side; the optically thick region below the photosphere is indicated in black and
the line-forming region in color. Arrows show the velocity of the expanding ejecta. The absorption
trough is produced in the material between the observer and the photosphere, where photons can
be scattered out of the line of sight; the missing continuum photons appear blue-shifted compared
to the rest wavelength of the line, since the absorbing material is moving towards the observer.
Scattering into the line of sight, in contrast, is possible from almost all parts of the line-forming
region. Only the material behind the optically thick region (gray) is blocked from view. This leads
to a small bias of the line emission to blue-shifted wavelengths, since the occulted region is moving
away from the observer. Part of the emission is used to fill in the red wing of the absorption trough:
the P-cygni profile as the combination of the absorption and emission component peaks close to the
rest wavelength of the line (as shown in the bottom panel). The minimum of the P-cygni feature, in
turn, is Doppler shifted by approximately the photospheric velocity as long as the line forms close
to the photosphere. Figure courtesy of Stephane Blondin.
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Spectral Evolution

Changing spectra 
with time as 
deeper and 
deeper layers of 
the supernova are 
exposed

3. Type II supernovae: the Hubble constant in one step

Figure 3.4.: Time series of spectra of the normal SN II 2006bp [from Quimby et al. (2007)]. The
observations—which start as early as two days after the explosion and last till the end of the plateau
phase—cover most of the photospheric evolution. In the top panel, the individual spectra are scaled
and o�set for the best visibility and are labeled with the estimated time since explosion. In the
bottom panel, all spectra are normalized at ≥7000 Å to highlight the temporal evolution of the
continuum and the line features.

40

SN 2006bp 
Quimby et al. 2007



Photospheric Velocity

Evolution from higher 
to lower expansion 
velocities

– deeper layers within 
a freely expanding 
envelope

SN 2006bp; Quimby et al. 2007



Photosphere Expansion
Elmhamdi et al. (2003)Hamuy et al. (2001)

luminosity

radius

temperature



𝜃 =
𝑅
𝐷 =

𝑓%
𝜁%#𝜋𝐵& 𝑇

; 𝑅 = 𝑣 𝑡 − 𝑡" + 𝑅"; 𝐷' =
𝑣
𝜃 (𝑡 − 𝑡")

• R from radial velocity
– Requires lines formed close to the photosphere

• 𝜃 from the surface brightness of the black body
– Deviation from black body due to line opacities
– Encompassed in the dilution factor 𝜁!

• Dilution factor 𝜁! from models
– Eastman et al. (1996), Dessart (2005)
– applied to all SNe, significant differences

Expanding Photosphere Method



Dilution Factors

Depend on the models and filters

Dessart & Hillier 2005 Vogl et al. 2019
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Fig. 2: Bessel-B, V , SDSS-r′, i′ light curves of SN 2013eq. The
vertical ticks on the top mark the epochs of the observed spectra.

2013eq within its host galaxy, the host extinction deduced above
from the Na iD absorption is likely to be an upper limit. For the
Galactic extinction we adopt a value of E(B−V)Gal = 0.034 mag
from Schlafly & Finkbeiner (2011).

With the objective of estimating the redshift of the SN, we
performed a series of cross correlations using SNID (Supernova
Identification, Blondin & Tonry 2007). Suggested matches were
scrutinized and the selected results span a range of redshifts be-
tween 0.037 and 0.046. This encompasses the redshift of 0.042
reported by Mikuz et al. (2013) for the host galaxy of SN 2013eq.
We therefore adopt this value as the redshift of the SN, and give
the range in redshifts mentioned above as a conservative esti-
mate of its uncertainty: z = 0.042+0.004

−0.005. This is also consistent
with the redshift of z = 0.041 derived from the blended Na iD
λλ5890,5896 absorption in the +25 d spectrum of SN 2013eq.

2.2. Photometry

SN 2013eq was likely observed shortly after peak brightness
and the initial magnitudes of 18.548± 0.030 and 18.325± 0.022
measured in Bessel-B and SDSS-r′, respectively, are presumably
very close to the maximum in these bands. The light curves ini-
tially decline at relatively steep rates of 3.5± 0.1 mag/100 d in
Bessel-B, 2.1± 0.2 mag/100 d in Bessel-V , 2.1± 0.2 mag/100 d
in SDSS-r′, and 3.4± 0.0 mag/100 d in SDSS-i′ until about 10
to 15 days after discovery. Then the decline rates slow down
to 0.95± 0.02 mag/100 d in Bessel-V , 0.17± 0.02 mag/100 d in
SDSS-r′, and 0.60± 0.03 mag/100 d in SDSS-i′ between ∼25 d
and ∼55 d after discovery, whilst the Bessel-B light curve dis-
plays no break. Type II-P SNe display a plateau phase with al-
most constant brightness after a short (or sometimes negligible)
initial decline (e.g. Anderson et al. 2014). Typically the plateau
phase lasts up to 100 d before the light curve drops onto the ra-
dioactive tail. This transition was, however, not observed for SN
2013eq. Table A.2 in the appendix shows the log of imaging ob-
servations. The light curve is presented in Figure 2.
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Fig. 3: SN 2013eq spectroscopy. The first (+2 d) spectrum is
the classification spectrum (Mikuz et al. 2013; Tomasella et al.
2014). ∗Flux normalized to the maximum Hα flux for better vis-
ibility of the features. The exact normalizations are: flux/1.0 for
the +1 d, +7 d and +11 d spectra; flux/1.1 for +15 d; flux/1.6 for
+25 d; flux/0.8 for +65 d.

2.3. Spectroscopy

Table A.3 in the appendix shows the journal of spectroscopic
observations. In addition to the spectra obtained for our study
we also included the publicly available classification spectrum3

obtained on 2013 July 31 and August 1 (Mikuz et al. 2013). The
fully reduced and calibrated spectra of SN 2013eq are presented
in Figure 3. They are corrected for reddening (E(B − V)tot =
0.096 mag) and redshift (z = 0.042).

The strongest feature in the spectra is Hα, which would be
matched by the corresponding features at about 4850 Å, 4300 Å
and 4100 Å in the blue to be Hβ, Hγ and Hδ. In the classification
spectrum, only Hα and Hβ profiles are visible though relatively
weakly. They become stronger at later epochs and we can discern
also Hγ, and Hδ. We can also discern a feature at about 5900 Å
that is typically assigned to He i λ5876. Leonard et al. (2002)
claim that it evolves into a blend with Na iD at later epochs in
SN 1999em.

Finally, we can observe weak lines of intermediate mass el-
ements between 4000 and 5500 Å. In particular Fe ii 5169 which
is visible in the spectra from +11 d on. Fe ii 5018 is visible only
in the +65 d spectrum. At this epoch we also see weak lines
around 4450 Å and 4860 Å that are attributed to a blend of Fe ii,
Ba ii and Ti ii in SN 1999em by Leonard et al. (2002).

3 Classification spectra from the Asiago Transient Classifica-
tion Program (Tomasella et al. 2014) are publicly available at
http://graspa.oapd.inaf.it/cgi-bin/output_class.cgi?sn=2011
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2013eq within its host galaxy, the host extinction deduced above
from the Na iD absorption is likely to be an upper limit. For the
Galactic extinction we adopt a value of E(B−V)Gal = 0.034 mag
from Schlafly & Finkbeiner (2011).

With the objective of estimating the redshift of the SN, we
performed a series of cross correlations using SNID (Supernova
Identification, Blondin & Tonry 2007). Suggested matches were
scrutinized and the selected results span a range of redshifts be-
tween 0.037 and 0.046. This encompasses the redshift of 0.042
reported by Mikuz et al. (2013) for the host galaxy of SN 2013eq.
We therefore adopt this value as the redshift of the SN, and give
the range in redshifts mentioned above as a conservative esti-
mate of its uncertainty: z = 0.042+0.004

−0.005. This is also consistent
with the redshift of z = 0.041 derived from the blended Na iD
λλ5890,5896 absorption in the +25 d spectrum of SN 2013eq.

2.2. Photometry

SN 2013eq was likely observed shortly after peak brightness
and the initial magnitudes of 18.548± 0.030 and 18.325± 0.022
measured in Bessel-B and SDSS-r′, respectively, are presumably
very close to the maximum in these bands. The light curves ini-
tially decline at relatively steep rates of 3.5± 0.1 mag/100 d in
Bessel-B, 2.1± 0.2 mag/100 d in Bessel-V , 2.1± 0.2 mag/100 d
in SDSS-r′, and 3.4± 0.0 mag/100 d in SDSS-i′ until about 10
to 15 days after discovery. Then the decline rates slow down
to 0.95± 0.02 mag/100 d in Bessel-V , 0.17± 0.02 mag/100 d in
SDSS-r′, and 0.60± 0.03 mag/100 d in SDSS-i′ between ∼25 d
and ∼55 d after discovery, whilst the Bessel-B light curve dis-
plays no break. Type II-P SNe display a plateau phase with al-
most constant brightness after a short (or sometimes negligible)
initial decline (e.g. Anderson et al. 2014). Typically the plateau
phase lasts up to 100 d before the light curve drops onto the ra-
dioactive tail. This transition was, however, not observed for SN
2013eq. Table A.2 in the appendix shows the log of imaging ob-
servations. The light curve is presented in Figure 2.
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2.3. Spectroscopy

Table A.3 in the appendix shows the journal of spectroscopic
observations. In addition to the spectra obtained for our study
we also included the publicly available classification spectrum3

obtained on 2013 July 31 and August 1 (Mikuz et al. 2013). The
fully reduced and calibrated spectra of SN 2013eq are presented
in Figure 3. They are corrected for reddening (E(B − V)tot =
0.096 mag) and redshift (z = 0.042).

The strongest feature in the spectra is Hα, which would be
matched by the corresponding features at about 4850 Å, 4300 Å
and 4100 Å in the blue to be Hβ, Hγ and Hδ. In the classification
spectrum, only Hα and Hβ profiles are visible though relatively
weakly. They become stronger at later epochs and we can discern
also Hγ, and Hδ. We can also discern a feature at about 5900 Å
that is typically assigned to He i λ5876. Leonard et al. (2002)
claim that it evolves into a blend with Na iD at later epochs in
SN 1999em.

Finally, we can observe weak lines of intermediate mass el-
ements between 4000 and 5500 Å. In particular Fe ii 5169 which
is visible in the spectra from +11 d on. Fe ii 5018 is visible only
in the +65 d spectrum. At this epoch we also see weak lines
around 4450 Å and 4860 Å that are attributed to a blend of Fe ii,
Ba ii and Ti ii in SN 1999em by Leonard et al. (2002).

3 Classification spectra from the Asiago Transient Classifica-
tion Program (Tomasella et al. 2014) are publicly available at
http://graspa.oapd.inaf.it/cgi-bin/output_class.cgi?sn=2011
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SN 2013eq
Two different dilution factors applied

– Hamuy et al. 2001 (H01)
– Dessart & Hillier 2005 (D05)

• Both give a good distance to SN 1999em,
e.g. Jones et al. (2009)

E.E.E. Gall et al.: The distance to SN 2013eq

Table 1: Interpolated rest-frame photometry and temperature evolution of SN 2013eq

Date MJD Epoch∗ B∗∗ V∗∗ I∗∗ T⋆,BVI

rest-frame (d) mag mag mag K
2013-08-01 56505.93 +1.97 17.95± 0.27 18.09± 0.09 17.71± 0.07 >12000
2013-08-06 56511.00 +6.84 18.15± 0.19 18.25± 0.10 17.81± 0.06 12498± 7532
2013-08-10 56514.99 +10.67 18.29± 0.15 18.36± 0.10 17.96± 0.06 11888± 4175
2013-08-15 56519.96 +15.44 18.43± 0.12 18.45± 0.11 17.99± 0.07 10622± 2347
2013-08-25 56529.96 +25.05 18.73± 0.12 18.55± 0.11 18.15± 0.08 8580± 1050
2013-10-06 56571.90 +65.34 19.91± 0.21 18.93± 0.12 18.24± 0.07 5318± 242

∗Rest frame epochs (assuming a redshift of 0.041) with respect to the first detection on 56503.882 (MJD). ∗∗Johnson-Cousins Filter
System. For the first epoch the data are insufficient to estimate a temperature. We therefore derived a lower limit of 12000 K using
a black body fit to the interpolated photometry.

Table 2: EPM Quantities for SN 2013eq

Date MJD Epoch∗ Averaged v
θ†B × 1012 θ†V × 1012 θ†I × 1012 Dilution factor

rest-frame km s−1 ζBVI reference

2013-08-15 56519.96 +15.44 6835± 244 4.9± 1.8 4.8± 1.5 5.3± 1.2 0.41 H01
4.4± 1.6 4.2± 1.3 4.7± 1.1 0.53 D05

2013-08-25 56529.96 +25.05 5722± 202 6.1± 1.5 6.1± 1.3 6.1± 0.9 0.43 H01
5.3± 1.3 5.3± 1.1 5.3± 0.8 0.59 D05

2013-10-06 56571.90 +65.34 3600± 104 8.8± 1.5 10.5± 1.4 8.8± 0.8 0.75 H01
8.0± 1.4 9.5± 1.2 8.0± 0.7 0.92 D05

∗Rest frame epochs (assuming a redshift of 0.041) with respect to the first detection on 56503.882 (MJD). H01: Hamuy et al.
(2001); D05: Dessart & Hillier (2005). See also Figure 4.
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Fig. 4: Distance fit for SN 2013eq using ζBVI as given in Hamuy et al. (2001) (left panel) and Dessart & Hillier (2005) (right panel).
The diamond markers denote values of χ through which the fit is made; circle markers depict the resulting epoch of explosion.

the rest-frame by applying the K-corrections. The expansion ve-
locity is determined using the relation in equation 12. We then
use our measured Fe ii λ5169 velocities to estimate an appropri-
ate value for 50 d.

We repeated the above procedure three times using the epoch
of explosion derived via EPM with the dilution factors from
Hamuy et al. (2001) and Dessart & Hillier (2005). We addition-
ally, estimated the explosion epoch by utilizing the average rise
time for SNe II-P of 7.0± 0.3 as given by Gall et al. (2015) as-
suming that SN 2013eq was discovered close to maximum. This
is likely a valid assumption given its spectral and photometric
evolution. Finally, equation 11 – which essentially describes the

relation between the I-band magnitude, the (V − I)-color and the
expansion velocity 50 days after explosion – is applied for each
of the three cases.

Note, that the uncertainty in the explosion epoch will intro-
duce and error to all quantities derived at 50 days after explosion.
An earlier explosion epoch will ultimately result in a larger dis-
tance. This has been discussed also by Nugent et al. (2006), who
found that the explosion date uncertainty has the largest impact
on the final error compared to other contributions, and also by
Poznanski et al. (2009) who, in contrast, find that their results
vary only little with the explosion epoch arguing that the magni-
tudes and colors are relatively constant during the plateau phase.
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Expanding Photosphere Method

• It’s all in the data...

E. E. E. Gall et al.: An updated Type II supernova Hubble diagram
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Data not constraining for accurate distances

…not good enough
E. E. E. Gall et al.: An updated Type II supernova Hubble diagram
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Fig. 7. SN II Hubble diagrams using the distances determined via EPM (left panel) and SCM (right panel). EPM Hubble diagram (left): the
distances derived for our sample (circles) use the dilution factors from Dessart & Hillier (2005). The di↵erent colours denote the absorption line that
was used to estimate the photospheric velocities (Fe ii �5169 – red; H� – blue). We also included EPM measurements from Eastman et al. (1996,
E96), Jones et al. (2009, J09) and Bose & Kumar (2014, B14). The solid line corresponds to a ⇤CDM cosmology with H0 = 70 km s�1 Mpc�1,
⌦m = 0.3 and ⌦⇤ = 0.7, and the dotted lines to the range covered by an uncertainty on H0 of 5 km s�1 Mpc�1. SCM Hubble diagram (right):
circle markers depict the SCM distances derived for our sample using the explosion epochs previously derived via EPM and the dilution factors
from Dessart & Hillier (2005). The star shaped markers depict SNe for which an independent estimate of the explosion time was available via
photometry. The colours are coded in the same way as for the EPM Hubble diagram. Similarly, the solid and dotted lines portray the same relation
between redshift and distance modulus as in the left panel. We also included SCM distances from Poznanski et al. (2009, P09), Olivares et al.
(2010, O10) and D’Andrea et al. (2010, A10). We separated the objects “culled” by Poznanski et al. (2009) from the rest of the sample by using a
di↵erent symbol. The three Type II-L SNe LSQ13cuw, PS1-14vk and PS1-13bmf are identified in both the EPM and the SCM Hubble diagram.

EPM Hubble diagram (left panel of Fig. 7). In the cases of
Jones et al. (2009) and Bose & Kumar (2014) we selected the
distances given using the Dessart & Hillier (2005) dilution fac-
tors. In addition, Bose & Kumar (2014) give alternate results
for the SNe 2004et, 2005cs, and 2012aw, for which constraints
for the explosion epoch are available. We chose those values
rather than the less constrained distance measurements. Note
that SN 1992ba appears in Jones et al. (2009) and Eastman et al.
(1996), while SN 1999gi was published in Jones et al. (2009)
and Bose & Kumar (2014).

The SN distances trace the slope of the Hubble line within
the uncertainties. This is an indication that the relative distances
are measured to a rather high accuracy.

3.8.2. SCM Hubble diagram

The SCM Hubble diagram shows our sample alongside SCM
distances from Poznanski et al. (2009, Table 2), Olivares et al.
(2010, Table 8) and D’Andrea et al. (2010, Table 3). The
Poznanski et al. (2009) sample contains all objects from
Nugent et al. (2006). We also included those objects that
Poznanski et al. (2009) rejected due to their higher decline rates.
D’Andrea et al. (2010) do not give the distance measurements
directly but rather their derived values for the I-band magni-
tude, the (V � I)-colour and the velocity 50 days after explo-
sion (rest frame). We used these to apply the same equation and
parameters from Nugent et al. (2006) as for our own sample, to
find the distances to these objects. Note that the Poznanski et al.
(2009) and Olivares et al. (2010) have a number of SNe in
common: SNe 1991al, 1992af, 1992ba, 1999br, 1999cr, 1999em,
1999gi, 2003hl, 2003iq, and 2004et.

Our SCM distances scatter around the H0 = 70 km s�1 Mpc�1

as SCM is based on a previously chosen value of H0 (following
Nugent et al. 2006).

There seems to be no obvious di↵erence in the scatter for
SNe with an estimate of the explosion epoch based on SN pho-
tometry or those relying on an EPM estimate for the time of
explosion. This implies either that the epochs of explosion de-
rived via the EPM are fairly accurate, or that constraints on the
explosion epoch of only a few days, are not relevant for precise
SCM measurements.

3.8.3. PS1-13bni

Finally, we would like to point out that our distance measure-
ments to PS1-13bni (at a redshift of z = 0.335+0.009

�0.012) demon-
strates that both the EPM and the SCM bear great potential for
cosmology. This statement is, however, tainted by the large un-
certainties in the decline rates of PS1-13bni, and the implication
that PS1-13bni could be a Type II-L SN and the open question
whether these can be used as distance indicators.

3.9. Applying the EPM and SCM to Type II-L SNe

When considering the use of SNe II-L for cosmology a few
peculiarities must be considered. As discussed in Sect. 3.4.3 it
is unclear whether SNe II-L display the same velocity evolu-
tion as SNe II-P and whether the vH↵/vFe 5169 and vH�/vFe 5169 ra-
tios evolve similarly for SNe II-L and SNe II-P. Pejcha & Prieto
(2015) find a physical answer to this question by showing
that the light curve shape is mostly determined by temperature
changes in the photosphere. For EPM with SNe II-L the addi-
tional question arises whether the relation between � and t

? is
linear for SNe II-L (see Eq. (3)). The case of PS1-14vk indicates
that this linear relation might be valid for a similar period of time
as for SNe II-P (see Sect. 3.5.1).

Although SNe II-L fade faster than SNe II-P, they are on
average brighter. Gall et al. (2015) suggest that SNe II-L might
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Expanding Photosphere Method
• Main difficulties

– Explosion geometry/spherical symmetry
– Uniform dilution factors?

• Develop tailored spectra for each supernova 
à Spectral-fitting Expanding Atmosphere Method 
(SEAM)

– Absorption 

• Observational difficulties
– Needs multiple epochs 
– Spectroscopy to detect faint absorption lines
– Accurate photometry



Expanded Photosphere Method 
Reloaded

• Use individual atmospheric models for 
the spectral fits
– use of the TARDIS radiation transport model
→ absolute flux emitted

• Accurate explosion date
– accurate zero point

• At least 5 epochs per supernova



Distances from spectral fits
Spectral-fitting Expanding Atmosphere Method

– Baron et al. (95, 96, 2004, 2007), Lentz et al. 2001, 
Mitchell et al. 2002

• Tailored Expanding Photosphere Method
– Dessart et al. (2006, 2008)

X, ρ, Lλ, …

Baron et al. 2004

𝐷! =
𝐿

4𝜋 𝐹



TARDIS

Kerzendorf & Sim 2014

Blackbody
Inner
Boundary

Monte Carlo RT

But: Developed for Type Ia SNe not Type II

high optical depths 
(τ = 20-30)

bound-free, free-free,
collisional processes

NLTE and thermal 
structure

relativistic transport

Vogl et al. 2019



Tphvph

XFe,…

��

SN1999em
9 November

��

SN1999em
9 November
TARDIS

Parameter determination

Current method: 
Optimization by hand and eye (e.g., Dessart & Hillier 2006, 2008)

Advantages:
o efficiency
o uses spectroscopist’s 

knowledge

Lλ

Drawbacks:
o not reproducible
o no uncertainties
o infeasible for large datasets

Vogl 2020



Spectral emulation

Emulate instead of simulate
e.g. Heitmann et al. 2009, Czekala et al. 2015, Lietzau 2017

Reasoning:
o Spectra vary smoothly with the parameters  𝜃 = f(T(), v(), … )
o Interpolation uncertainties are likely subdominant

~ 1 day per simulation

Vogl 2020



Atmosphere 
Models

TARDIS fits for 
different epochs

Vogl et al. 2020



Distance Determination

Slope is inverse distance: !
"
= #

$"
(𝑡 − 𝑡%)

Vogl et al. 2020
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0.0

0.5

1.0

30 June TARDIS

0.0 0.1 0.2

E
B�V

0 10 20 30

Time [d]

0.00

0.25

⇥
/v

p
h

[d
/M

p
c]

Date Time [d] ⇥/vph

20 June 19.64 0.17

25 June 24.49 0.24

30 June 29.30 0.28

D [Mpc] = 110.56+6.81
�6.00

80 10
0

12
0

14
0

D [Mpc]

�0.
9�0.
8�0.
7

t 0
[d

]

�0.
9

�0.
8

t0 [d]

Prior

t0[d]=�0.96+0.05
�0.02

Tph [K] vph [km/s] n

7694 9115 11.2

4000 6000 8000
0.0

0.5

1.0

f �

20 June TARDIS

0.0 0.1 0.2

E
B�V

Tph [K] vph [km/s] n

6185 7847 9.7

4000 6000 8000

� [Å]

0.0

0.5

1.0

f �

25 June TARDIS

0.0 0.1 0.2

E
B�V

Tph [K] vph [km/s] n

5894 6897 9.3

4000 6000 8000

� [Å]
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adH0cc

“accurate determination of H0 with core-collapse supernovae”
(Flörs, Hillebrandt, Kotak, Smartt, Spyromilio, Suyu, Taubenberger, Vogl)

• Use the Expanding Photosphere Method to ~30 Type II 
supernovae in the Hubble flow (0.03<z<0.1)
– Goal: uncertainty on H0 ~3%

• Independent of distance ladder
– no parallaxes, no Cepheids, no Type Ia supernovae

• FORS2 Large Programme over 3 semesters 
– 6 epochs spectroscopy and photometry per supernova
– 8 SNe followed in first semester (P104)
– currently on hold

• SNFactory data
– about 20 SNe with 0.01 < 𝑧 < 0.05



adH0cc
Combination of existing data sample from 
the SN Factory



20. Past and ongoing observational programs
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Figure 20.4.: Time series of VLT+FORS2 spectra of SN 2019vew. Phases are reported relative
to the time of explosion estimated as the midpoint between the last non-detection and the first
detection (MJD=58796.0). The spectra shown are quick reductions of the grism 300V data.
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adH0cc

Critical observables
– time of explosion
– spectral coverage

• before max until 
well into the plateau

– photometry
• simultaneously with 

spectroscopy



Summary
• Significant progress in spectral fitting

– Christian Vogl’s PhD thesis
• Vogl et al. 2019, 2020

• Importance of the data sampling
– explosion dates!
– sufficient coverage of the spectral evolution

• Redshift range
– reach the Hubble flow (z>0.03)

• 1-stop method to measure H0
– independent of distance ladder 
– other cosmological parameters (densities)


