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1. Introduction
1.1 Purpose of the document
The purpose of this document is to define all the relevant details of the interface to the TL library, which will be used as a Secondary Archive in connection with the ESO Archive Facility. The actual communication interface is implemented by the “pro_trieve” daemon, which uses a basic file-based interface for the communication.
1.2 Abbreviations
ISA
Input Staging Area

PA
Primary Archive
SA
Secondary Archive

KT
Kayser-Threde

OSA
Output Staging Area

PT
pro_trieve

RSA
Request Staging Area
TL
Tape Library

2. INTERFACE
2.1 PT Staging Areas
The interface of PT is based on 3 different staging areas accessible for the client applications interfacing to PT. These 3 areas are:
<PT Base Dir>/in

<PT Base Dir/out

<PT Base Dir>/request

The first, Input Staging Area (ISA), is used by the client applications to ingest data into the TL via PT. The second, Output Staging Area (OSA), is used by PT to store output data requested by the client applications. The third, Request Staging Area (RSA), is used by the client applications when requesting data from the TL.
These three staging areas must not necessarily be located within the same file system and they do not have to share the same base directory as indicated above. This notation is used in this document for simplicity.
2.2 Data Ingestion
When a client application ingests data, it should create a copy of the data file to archive in the ISA. Together with the data file a so-called Label File should be created. This contains information about the data file to be archived. The Label File could carry the name of the data, but must have the extension “.lab”:

<PT Base Dir>/in/<Filename>.lab

The actual name of the Label File is not important. The reference to the data file is contained in the Label File. The presence of the Label File in the ISA triggers PT to ingest the associated data file. It is therefore important to put the data file to be archived in the ISA before its associated Label File.
The content of the Label File is as follows:
[LABELFILE]

labelfile_version | <Version>
[CONTEXT]

top_level | <Context>
[ARCHIVE_OBJECT]

object | <Context>
time_duration | <Start Time> | <End Time>
global_key | <Global Key>
[ARCHIVE_OBJECT_ATTRIBUTES]

filename | <Filename>
E.g.:
[LABELFILE]

labelfile_version | 2.0

[CONTEXT]

top_level | ESO-SA
[ARCHIVE_OBJECT]

object | ESO-SA
time_duration | 18.01.2006 23:23:12 | 18.01.2006 23:23:12

global_key | UVES.2005-12-08T11:24:36.612__1

[ARCHIVE_OBJECT_ATTRIBUTES]

filename | /NGAS/data/in/UVES.2005-12-08T11:24:36.612.fits.Z

The context here, “ESO-SA”, stands for “ESO Secondary Archive”.

The “time_duration” is the period relevant for obtaining the data. This parameter is not relevant for the ESO Archive’s usage of PT. For these 2 fields the time for executing the observation will be the value (MJD-OBS). The format of this time stamp must be:
<DD>.<MM>.<YYYY> <hh>.<mm>.<ss>

The “global_key” is the NGAS File ID appended with “__<Version>” (2 underscore characters + the NGAS File Version). In this way there is a simple mapping between the representation in NGAS and in the PT name space.
PT will remove the data file and Label File after handling both for a successful and failed ingestion.

In case the data file was successfully archived, a Status File will be generated with the name:

<PT Base Dir>/in/.usr/<Label Filename>.OK

The presence of this file is confirmation in itself that the archiving was successful. It contains the following:

global_key | <Global Key>

The ESO client application will log this information into its log file for trace-back purposes.
The client application will remove the Success Status File after handling it.
In case the ingestion failed, an Error Status File will be generated with the name:

<PT Base Dir>/in/.usr/<Label Filename>.ERR
The presence of this file is confirmation in itself that the archiving failed. The client application will log the contents of the status file into its log file for trace-back purposes.
The client application will remove the Error Status File after handling it.
2.3 Data Retrieval
When a client application requests a file, it must generate a Request File with a name of the form:
<PT Base Dir>/request/<Filename>.req

The name of the file is not important, but it must have the extension “.req”. The availability of a file with that name in the RSA signals to PT to handle a request for files.

The content of the Request File is as follows:
global_key | <Global Key>

link_name | <Output Filename>

global_key | <Global Key>

link_name | <Output Filename>

…

It is possible to specify one or multiple requests for files in one Request File.
The <Output Filename> is the target name of the file as it should be generated in the OSA by PT. While creating each requested file in the RSA, PT will first give it a temporary name “.<Output Filename>” (dot + <Output Filename>) and subsequently rename it to the requested output name. This avoids that the client tries to access the file before it is completely delivered.
It is possible to specify the <Output Filename> with a path pre-pended “<Request Sub Dir>/<Output Filename>”. In this way, it is possible to serve several requests in parallel without encountering conflicts. The data pertaining to the various requests is properly segregated.
The Request File should first be created and subsequently moved into the RSA to make its handling atomically.
Issuing a request for multiple files with one Request File ensures that PT will process the request in an optimal way such that each tape concerned by the request is inserted only once during the processing.
PT will remove handled Request Files.

In case the request for data was successful, the presence of the target output file is the confirmation for this. The client application requesting the data can pick up the data as it becomes available in the OSA.
The client application will remove delivered data files from the OSA after handling these.

In case the request failed, an Error Status File will be created with the name:

<PT Base Dir>/request[/<Request Sub Dir>]/<Output Filename>.ERR
The presence of this file indicates that this specific file request failed. The contents will be collected by the client and the information logged.
The client application will remove Error Status Files after handling these.
