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Introduction

The purpose of this document is to make a proposal for how the the SW infrastructure could be implemented to support the operation of the archive infrastructure, which will be put in operation 2Q 2006.

The system described in this document should merely be seen as a proposal for how this can be done and a way to estimate the workload the implementation of this system will produce. This proposal should be seen as an input the discussions in this context. The proposal however, is compatible with what is specified in the document GEN-SPE-ESO-50000-3708 (Technical Specifications for the Provision of an Archiving System).
Alternative implementations should be considered and evaluated as well. E.g., it could be evaluated to use the SA as a pure back-up system and not, as indicated by the name, as an archive.
Objectives
The main objective of this design/specification, is to analyse and describe how to adapt the NGAS System to support the new HW infrastructure, with ‘as little impact on this SW as possible’. In the ideal case, only the various plug-ins of the NGAS System and the configuration should be prepared for the new system. In fact, in reality the configuration and the plug-ins will cover for most of the adaptation, such that the NGAS core will remain >95% unchanged to support the new infrastructure. In some cases, some new features are being introduced.
The release of NGAS, which will support the new archive infrastructure is named “NGAS V4”.
The overall goal of this design/adaptation is to end up with a system, that will hide the HW internals to the users as depicted in Figure 1.
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Figure 1: Logical infrastructure showing main components.
In Figure 1 also the BQS Blade Cluster is shown although this is strictly speaking not part of the archive. This system nevertheless is very important for the operations and is closely integrated into the archive; in fact the Fast Cache is there to serve this sub-system.
As can be seen, the archive clients will only see the NGAS Services and not the specific protocols and HW underneath. This makes it possible to replace components of one the sub-system, or the entire sub-system, without the client noticing this.

Only the jobs running within the BQS, will have direct access via normal UNIX file I/O services for fast access. NGAS will provide higher level services in this context.
HW Infrastructure
The purpose of this document is not to describe and define the HW infrastructure in detail. Here merely the overall system design is described, necessary for understanding the SW design.
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Figure 2: Simplified HW infrastructure.

Since most of the HW for the new archive infrastructure is provided by an external company, the HW components provided by ESO, are limited to a very few nodes and some network switches etc. 
Whereever NGAS Master Units (NMU’s) are used, these are always appearing in pairs to avoid single point of failure, to increase the throughput and to make maintenance easier in general.

As can be seen in Figure 2, the only requirement for interconnecting the 3 major subsystems of the archive (Fast Cache, Primary Archive and Secondary Archive), is an network connection. In this case it will be the ESO Backbone. It should be ensured that the bandwidth of this network can sustain the required data transfer rates between the subsystems. This design makes it possible  to build up the three sub-systems as independent units and does not impose any significant restrictions when it comes to physical location. I.e., it will be no problem that the Primary Archive is located at IPP and the Secondary Archive at the ESO HQ.

The Fast Cache has dedicated fiber channel connections to the BQS System to ensure fast file I/O performance. 

SW Infrastructure
An important part of the HW infrastructure, is a number of NGAS Nodes, on which the NGAS Server is running. NGAS is used as a building block, to ‘glue’ the various sub-systems together. All NGAS Units run the same SW, but will be configured differently, to carry out different tasks. All NGAS Servers will connect to the same DBMS.

The overall SW infrastructure is shown in Figure 3.
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Figure 3:Logical infrastructure.

In figure 3, the grey arrows represent communication in connection with NGAS services based on HTTP. The wide shaded block arrows, file I/O.
It is suggested to implement the synchronization of the PA and SA via a new NGAS service, the NGAS Replication Agent, combined with the existing NGAS Subscription Service.

The Replication Agent is an independent daemon process, which runs on some node and ensures the the two data holdings in the PA and SA are in sync. Implementing the data mirroring between the PA and SA via such an HW and OS independent service, makes it possible to replace the underlying HW infrastruture, without having to change this higher level service or to use a mixture of different kind of storage technologies. I.e., the entire data mirroring will be done by means of services provided by NGAS. The adaptation will take place at a lower level, usually by adding new plug-ins to interface the system to new HW. Using an NGAS provided service for this, also has the advantage that all copies of the data files are registered in the same system, namely the NGAS DB for centralized administration and handling.
It is proposed to implement the immediate update of new data from the PA to the FC using the NGAS Subscription Service.
The details of the interaction between the FC and the PA is described in the section “PA↔SA Mirroring”.
Primary Archive

The PA is a continuation of the existing archive system (latest generation HW and architecture). This is based on SATA HW. There are a number of diskless NMUs acting as entrance points to the cluster and a number NGAS Cluster Units (NCUs), which are independent ‘NAS’ devices connected to a private network where the data is stored. On each node, one instance of the NGAS Server is running. The servers on the MNU’s will act as proxies for incoming requests.
The usage of random access and permanent online media as the HDD’s for the PA, makes it possible to continue to execute the Data Consistency Checking (DCC) on a periodic basis. The period should be defined (present period is 7 days). It could be considered to use the DCC in the provided Scanning Mode only, whereby it is only tried to access each data file, but the internal NGAS checksum is not calculated. This will speed up considerably the checking of huge data volumes.
It is suggested to enable the NGAS Host Suspension on the NCU’s to save power and reduce heat production in the compueter. The NCU’s will be woken up when required by the PA NMU’s. The Host Suspension Service is already implemented by the NGAS Package and has been used in operation for years.

As the HW and architecture of the Primary Archive will stay the same for the new archive system, there are no major impact as such on the NGAS SW to support this subsystem.
Secondary Archive

The usage of a TL as underlying storage system, does require a minor change to the core of the NGAS System, at least what concerns the retrieval of data. At this point, there seems not to be other implications on the NGAS system in connection with the support of a TL as underlying storage system. Should other issues be identified, this document will be updated accordingly.
The TL does not permit to execute the NGAS DCC, due to the long delay in retrieving files. For this part of the system, it will be necessary to rely on the TL itself to ensure that data is consistent. It is possible however, to configure the TL such, that a scan of the entire archive is carried out every 6 months. This issue is not affecting NGAS directly.
Data Storage

NGAS as such will only see the cache area of the TL, which will look like one volume for NGAS with a UNIX file system on it. When data is archived into this subsystem, NGAS will simply write the data into its storing area, which again, is the staging are of the TL together with the data objects a label file is stored containing information used for archiving the object within the TL. Amongst this is the unique ID within the TL, which corresponds to the NGAS File ID + File Version. The control SW of the TL (pro_trieve) will ingest the data into the actual storage area constituted by the tapes in the library. This is compatible with the existing implementation of data storage in NGAS and no changes are needed.
Data Retrieval

Due to the basic functioning of a TL, it will not be possible for NGAS to access data immediately as is the case when random access media as HDD’s are used. NGAS will first have to request to the TL control SW, to make the relevant data available in the staging area of the TL, visible/accessible to NGAS. In order to implement this, a feature provided for the VOS/NGAS Package can be used. It is based on a so-called Pre-Retrieve Request Plug-in, which is invoked by NGAS before executing the normal procedure for the Retrieve Request. In this case, the Pre-Retrieve Request Plug-In can request the data object(s) referenced and wait until these become available in the TL staging area. A time-out should be provided, matching the worst-case time for retrieving such data for the TL. As soon as the data has been made available, the normal procedure for the Retrieve Request will be executed by NGAS, this may include processing of the data via a Data Processing Plug-In.
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Figure 4: NGAS and TL Interaction.
If it is decided to go for this solution, the code provided for the VOS/NGAS Package, could be introduced into the main NGAS Package. An appropriate Pre-Retrieve Request Plug-In should be provided.
PA↔SA Mirroring
The existing NGAS Package (V4) does not provide a true mirroring service. The Subscription Service, can be used to synchronize an NGAS System on-the-fly when data is arriving in another NGAS System. This is not sufficient however, for implementing a long-term, background, bi-directional mirroring, which will be used to restore lost data in either PA or the SA.
As shown in Figure 3, it is suggested to implement the mirroring of data between the PA and SA by means of the NGAS Subscription Service combined with a new, external service, the NGAS Replication Agent. Former will ensure that an on-the-fly mirroing of incoming data in the PA is taking place, whereas latter will ensure that if data is lost in any of the two archives, this will be restored automatically within a limited time.
The NGAS Replication Agent is a relatively simple tool, which dumps all the information about files registered in the NGAS system for the PA and SA into a local DB (DBM). Based on this information, it generates a list referring to data objects available in the PA but not in the SA, and vice versa. Subsequently the Replication Agent will mirror possible missing data objects between the two archive using the NGAS CLONE Command. I.e., the Replication Agent never touches the data directly. This is exchanged directly between the archives. The Replication Merely controls the mirroring. The mirroring (data restoring) is executed in a multihtreaded fashion to speed up the recovery. The maximum number of simulatenous mirror threads can be.
The data is dumped out of the NGAS DB in a manner as efficient as possible and the actual processing is done in SW. It is assumed that with a data set consisting of 5 million objects, executing the entire consistency checking of the 2x5 million objects, will take less than 20 minutes.

Initial tests have shown that dumping the DB information using the “bcp” tool, does not constitute a problem for the DBMS. It would therefore be possible to run the consistency checking of the two data holdings continuesly to ensure that data is restored as quickly as possible. If the Replication Agent runs continuesly, it might be considered not to use the NGAS Subscription Service for mirroring data from the PA to the SA, however, for the sake of redundancy, it might be advantageous to have both operating in parallel.
The following basic policies are applied for the mirroring:
1. Data objects available in Archive A will be mirrored to Archive B and vice versa.

2. If a data object is marked as ‘ignore’ in Archive A but not in Archive B, it will be replicated from Archive B to Archive A. If a data object is marked as ‘ignore’ in both, it will not be considered for the consistency check.

3. If a file is marked as ‘bad’ in Archive A but not in Archive B, it will not automatically be mirrored. First when the ‘bad’ object has been removed from Archive A, it will be mirrored. This is done to avoid that if mistakenly all data of a volume is marked as ‘bad’ an immediate mirroring will not take place. Latter may happen e.g. due to temporary access problems due to HW failures.
The Replication Agent can be asked to submit a report to a given list of recipients whenever data objects have been mirrored between the two archives.
When the Replication Agent is executed the first time, it will automatically take care of replicating the entire data holding from the PA to the SA. It is expected that this initial, major synchronization of the two archives will be done within some weeks.

Fast Cache

In order to implement the cache feature, it is suggested to use the NGAS Subscription Service to replicate all or part of the incoming data in the PA to the FC on-the-fly. The Subscription Service in the present implementation (V3) only operates node-to-node and will be changed to be able to operate on a cluster-to-node basis. I.e., data flowing into the cluster should be mirrored, indepedently of which nodes in the cluster actually host the data.

In the cache, data should be kept for a period of time defined by a policy. In general, the policy could be to keep each object a certain amount of time, or to purge data if a certain threshold is exceeded. In practice, a combination of the two would probably be advantageous. More advanced rules could be defined, i.e., to keep certain types of data for a longer period of time than other types.
For the ‘VOS Version’ of NGAS this has already been implemented by means of the so-called Janitor Plug-In. This feature provides a possibility, during each cycle of the Janitor Thread, to execute a user-defined plug-in, the Janitor Plug-In. This plug-in will then implement the caching feature.
When data is being ingested into the cache, a dedicated Archiving Plug-In is used, which registers meta-info for the handling of the caching in separate tables in the NGAS DB. I.e., this is not part of the core NGAS DB.

The code implemented for the NGAS/VOS version, could be retrofitted back into the main stream NGAS Package.
In order to ensure an efficient access to the data in the FC, the FC NGAS Servers will not return the actual data of the object requested, but will merely act as brokers, which resolve the direct address (complete path) of the cached object and return this to the client (a new option for the RETRIEVE Command is needed: “RETRIEVE?file_id=…&get_path=1”). By means of this, the client can access the file directly in the cache. This is possible since the cache storage volume is visible on all nodes in the BQS using a cluster file system. It will not be possible for the client to modify cached files.
Apart from storing information about cached files in the NGAS DB, the information about the current contents of the cache, is also stored in a local DBM contained with the NGAS area  of the FC storage volume (“/NGAS/cache/fc_contents.bsddb”). From this DB it is possible to obtain the name of any cached file in a very efficient manner, without using NGAS as broker. A convenience function and a command line utility will be provided for the BQS clients, to resolve the name of the cached files in the most efficient manner and to retrieve the files transparently if necessary.
If an object requested is not in the cache, it will be collected transparently by the FC NGAS Servers and returned to the client. This will be done by caching such objects for a short period of time in the FC and to return the direct address to the client.
It will be possible for the clients, to specify to have data object cached (on demand caching). This is using the same mechanism, as when data is replicated from the PA. A convenience function and a command line utility will be provide to facilitate this.
Disaster Recovery
In this section, various scenarios are analysed, in connection with loss of smaller or larger amounts of data and the capabilities of the proposed system to recover from such situations is evaluated.
<TBW>
Summary of Implementation Work
In this section all the development tasks required to adapt NGAS are listed and described in more details. The following table summarizes the implementation efforts and lists the information in connection with each task.
	Task
	Workload (days)

	Comments

	Cluster support for
Subscription Service
	2.0
	

	NGAS Replication Agent
	4.0
	

	Online/offline plug-ins
	1.0
	

	Support for Retrieval Plug-in
	0.5
	

	Retrieval Plug-in for TL
	1.0
	

	Archiving Plug-In(s) for TL
	2.0
	

	Support for Janitor Plug-in
	0.5
	

	Janitor Plug-in/Cache Support
	2.0
	

	Broker service for

RETRIEVE Command
	1.0
	

	Archiving Plug-In(s) for the FC
	2.0
	

	Buffer
	5.0
	

	Total
	21.0
	


Of these 16 (+ 5) days, the time for carrying out the work in connection with the FC alone is approximately 8 days. The time for implementing the PA↔SA mirroring and to make it possible to use the SA as an archive, is also in the order of 8 days. The work in connection with the FC will have to be done in any case.

Apart from the tasks listed above, there are a number of pending action remedy tickets to address, independently of the usage of NGAS described in this document. The implementation of these tickets, would also be contained in NGAS V4.
Not listed in the table above, is the ‘normal’ time for preparing the actual release, e.g. configuration files and the time needed to assist in installing the system.
Deployment of New Archive Infrastructure
In this section, it is described how the new archive infrastructure should be put into operation. 

The PA is somehow the heart of the system. Since the new archive system, is based on a continuation of the existing, latest generation, PA system, no major efforts are needed in this context. As the need for more storage capacity is identified, new storage units (NCU’s) will be added on demand within the PA cluster.
<TBW>
Migration to Future Archive Archive Infrastructures
It is important that the archive infrastructure makes it easy in the future to migrate to other types of archive systems or to seamlessly integrate new types of storage technologies into the existing archive. The development in the area of storage technologies is going fast and it might well be the case in ~3 years when the next generation archive system is being selected, that completely new types of storage media and HW is used. It seems that by using the NGAS System as an intermediate layer between the clients and the actual HW, it is quite sure, that it will not be necessary to modify clients or the communication layers of NGAS to support new technologies. Most new requirements can be accomodated via the NGAS Plug-Ins and the configuration. It might be necessary to introduce new features of course in NGAS to e.g. make the operation more efficient.
Abbreviations

	Acronym
	Description

	BQS
	Batch Queue System

	FC
	Fast Cache

	HW
	Hardware

	NCU
	NGAS Clustering Unit

	NGAS
	Next Generation Archive System

	NMU
	NGAS Master Unit

	PA
	Primary Archive

	SA
	Secondary Archive

	SW
	Software

	TBC
	To Be Confirmed

	TBD
	To Be Discussed

	TBW
	To Be Written

	TL
	Tape Library

	VOS
	Virtual Observatory Systems
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� Includes testing in the context of SW development and implementation of NGAS Unit Tests. This does not include the DFS/SEG testing necessary to test the individual feature.
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