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Introduction

The purpose of this document is to outline the details in connection with the planned installation of NGAS V3.0, which will be installed for the ESO Archive Facility around the 7th of September 2005.
In this connection a completely new HW infrastructure will be put in production. This new HW infrastructure is based on SATA NGAS units with (NGAS) disk-less NGAS Master Units (NMU’s) and NGAS Cluster Unit (NCU’s) based on RAID5 Arrays. The main goal with the new HW structure is to replace the old HW and to obtain a single entry point to the system through the NMU’s. This is both for convenience reasons but also for the sake of network security.
Installation of NGAS V3.0

The installation of NGAS V3.0 will be done only on the new SATA HW, on the PATA AHU’s (“ngahu”, “ngahu1”) and on the WFCAM NAU (“wfcau”). I.e., the remaining/existing units (“jewel1”, “jewel1*”, “jewel2*”) will not be updated. This could be done later on demand if it seems advantageous (if this would fix bugs or improve other features of the system).
This means that the new NGAS Cluster and the ‘old’ will coexist for a while, with different versions of NGAS running on them. In the short term, it is the intention to phase out most of the existing NGAS HW. Only a few units (AHU’s) will be kept as long as PATA disks are still used in Chile and as long as there is still relevant data stored on PATA disks. The exact time when the remaining PATA HW can be phased out, is to be defined.
The SATA based NGAS units, already in use in the present NGAS Cluster (“jewel2*”), will be ‘recycled’ and used later in the new NGAS SATA Cluster. These units will then be reconfigured to use the connected disk in RAID5 mode rather than JBOD mode as now. The shift of these machines, can take place as soon as the data located on them, has been migrated into the NGAS SATA Cluster.

The two new NMU’s for the NGAS SATA Cluster will be named “jewel2” and “jewel3”. The existing NMU, “jewel1”, will remain NMU for the old cluster. Later “jewel1” will be replaced by a SATA based NMU, which will get the same name and which will become one of the NMU’s for the new cluster. This change will take place a while after all data on the old cluster has been migrated to the new cluster (and the new unit purchased).
The installation of the NGAS Package as such, will be done in the usual manner by SOS/DFS. SOS will execute the kickstart scripts to install the OS and do the basic configuration. Afterwards, the NGAS Installation Tool (“ngasInstallSystem”) will be invoked to install NGAS V3.0 on the machines plus other, pertinent packages (Python, Sybase, Zope. For former there will be a new distribution, containing the same version of Python though. The two latter, remain the same). The usage of “ngasInstallSystem” should be done in accordance with the instructions given on the page:
http://www.eso.org/~jknudstr/NGAS/RELEASES/INSTALL-INFO.html
The necessary configuration for the new cluster will be prepared by DFS/NGAS and loaded into the NGAS DB prior to the installation of NGAS V3.0.

After the installation of each node, DFS (SEG + NGAS) will check if each node seems to be operational as it is supposed to.
Installation Check List
The complete list of steps to carry out in connection with the delivery and installation of NGAS V3.0 are listed in the sub-sections below.
Pre Installation Actions
Actions to carry out prior to the installation:

	Date
	Responsible
	Concerned
	Action(s)
	Status

	2005-09-02
	JKN
	---
	Prepare + load cfg. Into “ESOECF.ngas” for new machines
	DONE

	2005-09-02
	JKN
	---
	Update installation info WEB page.
	DONE

	2005-09-02
	JKN
	CGU
	Get/prepare new DFS Python distribution.
	DONE

	2005-09-02
	JKN
	---
	Prepare final distribution of NGAS V3.0
	DONE

	2005-09-02
	NFO
	SAO
	Inform about unavailability of “ngahu/2” + about installation in general to SAO.
	DONE

	2005-09-02
	NFO
	Marco Riello:

mriello@ast.cam.ac.uk
	Inform about unavailability of “wfcau” 2005-09-07 from ~14:00-16:00.
	DONE

	2005-09-02
	NFO
	DFO/QC
	Inform about installation + possible impact on operations
	

	2005-09-05
	SDC
	SOS, JKN
	Install final distribution (“ngau1”, “jewel2”, “jewel31”) + make quick/mini acceptance test (few selected/essential tests). Should be a real installation (SOS kickstart -> “ngasInstallSystem”, should connect to “ESOECF.ngas”). Note: Need to obtain final kickstart scripts for “jewel2/3” and “jewel31/32”.
	DONE

	2005-09-06T17:00
	NFO
	DFO/SAO
	Stop operations involving “ngahu/2”.
	DONE


Installation Actions

Actions to carry out during the day of the installation:
	Date
	Responsible
	Concerned
	Action(s)
	Status

	2005-09-07T09:00
	DSU, SDC
	SOS, JKN
	Install new NGAS on “jewel2/3” + “jewel3*” + “ngahu3” using SOS kickstart -> “ngasInstallSystem”.
	DONE

	~2005-09-07T10:00
	SDC
	SOS, JKN
	Test installed units according to Acceptance Test Plan.
	DONE

	2005-09-07T15:00
	DSU, SDC
	SOS, JKN
	Install “ngahu/2” + “wfcau”.
=> “ngahu2” is not operational at this moment and will not be re-installed.
	DONE

	~2005-09-07T16:00
	SDC, JKN
	---
	Test installed units according to Acceptance Test Plan.
	DONE

	~2005-09-07T17:00
	NFO
	Marco Riello:

mriello@ast.cam.ac.uk
	Inform M.Riello to resume archiving of WFCAM data.
	DONE


Post Installation Actions

Actions to carry out after the installation:
	Date
	Responsible
	Concerned
	Action(s)
	Status

	2005-09-08
	NFO
	DFO/SAO
	Initiate migration of data from ‘JBOD cluster’ to ‘RAID 5 cluster’ (clone PATA disks onto “jewel3*” nodes”).
	

	2005-09-08
	DSU
	SOS
(JKN,  SEG)
	Investigate usage of batteri backup on the 9000 series 3ware controller to prevent data loss in case of power failure.
	

	2005-09-14
	SEG
	DFO/QC
	Change cfg. of “cdbIngest” and “cdbQuery” to connect to “jewel2”.
	

	2005-09-14
	SEG
	dha@eso.org
	Inform about change of ngamsIngest clients to archive onto jewel2 rather than jewel1 -or- change DNS entry for “jewel1” to redirect requests to “jewel2” – TBD.
	

	2005-09
	SEG, SOS, JKN
	---
	Consider to upgrade remaning NGAS units at HQ if it seems appropriate.
	

	2005-09
	DSU
	SAO, JKN
	Put ingestion/migration of HST data into operation.
	

	2005-09
	DSU
	SAO, JKN
	Put ingestion of APEX data into operation.
	

	2005-10
	DSU, JKN
	SAO, DHA
	Put direct archiving of VLT/VLTI data from PAR to GAR in place. 

Direct archiving of LS data – TBD.
	

	2005
	DSU
	SOS
	Refurbish existing “jewel2*” (JBOD->RAID5) + include in new cluster (when all data on the “jewel2*” units has been migrated into the new cluster).
	


New Features & Impact on Operations
Overall, the delivered NGAS tools and the NG/AMS Server and the operations as such will remain the same. I.e., for the operators there should not be a major impact due to the SW/HW upgrade. Nevertheless there will be some differences. The aspects to take into account in connection with the various clients and interaction with NGAS, are outlined in the following sections.
Technical Aspects

However, there are a few changes and facts that the operators should be aware of; these are:

· Several NMU’s and client NMU Multiplexing: The new cluster will have several NMU’s.  Having several NMU’s has the advantage of increasing the throughput and the availability of the system. When contacting NGAS, e.g. to retrieve a file, it doesn’t matter which server is contacted. If one does not respond (e.g. if taken out of operation due to maintenance), the other NMU can be contacted. The clients (“ngamsCClient”, “ngamsPClient” and “ngamsArchiveClient”), all have a new way of specifying the server to be contacted using the command line parameter “-servers <Host1>:<Port1>,<Host2>:<Port2>,…”. In this way it is left up to the API’s which NMU is contacted. If one NMU is not available an alternative is contacted. 
· Archive Proxy Mode: The Archive Proxy Mode makes it possible to use an NGAS unit to redirect Archive Requests to other NGAS units. The NMU’s are configured to act as Archive Proxies for the NCU’s. The NMU’s themselves cannot archive any data, but will automatically contact an appropriate NCU, which will handle the request. For the user/client it is transparent that the request is not handled on the contacted node. The NCU, onto which the NMU’s may archive data, must be configured in the NGAS Configuration of the NMU. All data will be archived through the NMU’s onto the cluster. The only NAU which will be kept until further, is the WFCAM NGAS Archiving Unit (NAU), “wfcau”. This is due to security considerations. The long term goal however, is to archive all data through the NMU’s to the NCU’s.
· AHU’s: The existing AHU’s (“ngahu”, “ngahu2”) will remain in operation and can be used as they are used now. A new AHU will be made available for handling SATA disk. This will be an 8 slot unit (present “ngau1”, note first 4 slots are used as system disks and should never be touched by the operators). It will be named “ngahu3”. It has the same purpose and services and the existing AHU’s, but is based on SATA HW. This node will be configured to operate in JBOD mode. The lay-out of Storage Sets will be like for ngahu/2. The purpose of usage of “ngahu3” from the operator’s point of view will be as for the other AHU’s. Only difference is the HW. Note, it should be considered to purchase a spare unit for “ngahu3”, “ngahu4”.
· Allocation of Disk ID’s for RAID Array: Since the usage of RAID5 Arrays as opposed to JBOD disks, generates a layer of abstraction between the physical disks and the file system on it, the Disk ID will no longer be extracted from the BIOS of the disk as it was done so far when using JBOD technology. For RAID5 Arrays, the Disk ID (or Volume ID) is allocated ‘manually’ when the array is prepared for production. The Volume ID is stored in a hidden file on the volume itself. The path is “/NGAS/volume*/.ngas_volume_id”. It is of course strictly forbidden to remove or modify these Volume ID files. The drawback of using an externally allocated ID, is that if deleted (accidentally), it will not be possible or maybe at least difficult to trace back the RAID5 Array.
· Handling of RAID5 Arrays: Using RAID5 Arrays, changes the disk handling from an NGAS Operator’s task to a system administrator’s task. Therfore, only the members of the DFO/SOS Team are allowed to manipulate the HW of the new cluster. In case of faulty HW, SOS wil normally be informed automatically by the HW/firmware itself and will intervene immediately. If the NGAS Operatos encounter problems, the NGAS Team or SOS should be contacted for support as is done now. 
· Change of path of data disks: The mount point for the RAID5 based volumes, is “/NGAS/volume*”, as opposed to “/NGAS/data*” used used for the JBOD disks.
· Change of location of data: The archived data on each volume will be stored under the path “/NGAS/volume*/data/” as opposed to “/NGAS/data*/saf” as used now. When migrating data (cloning) from JBOD media, the data will still end up in the old path. When all data has been migrated, the old path will be changed so that all data will be located under the new path. This should be done by the NGAS Team.
· Removal of /NGAS/ngams_staging directory: The directory “/NGAS/ngams_staging” has been removed. Now all NGAS ‘house-keeping’ directories are stored directly under “/NGAS”. This goes for “bad-files”, “cache”, “log”,   “processing” and “tmp”. Notably, the current log file can be accessed as “/NGAS/log/LogFile.nglog”. The rotated log files will also be located in “/NGAS/log”.
Aspects Concerning Data Archiving

The following considerations apply to the archiving of various data sources:

· Pre-imaging data from Paranal: The OLAS client, “ngamsIngest” will continue to archive pre-imaging data from Paranal to ESO HQ onto “jewel1” a while after installing the new cluster. One or two weeks after the upgrade, the “ngamsIngest” clients could be reconfigured to archive onto the new cluster. NG/AMS Ingest does not yet support multiple NMU’s and will have to continue to contact one, fix NMU. This should be “jewel2” after the reconfiguration. As an alternative to this, rather than reconfiguring the NG/AMS Ingest processes at Paranal, it could be tried to redirect requests to “jewel1” automatically to “jewel2” at network level, TBD with SOS.
· Calibration data ingested by DFO/QC: The “cdbIngest” clients on the DFO/QC machines, will continue to archive data onto “jewel1” until a while after installing the new cluster (1-2 weeks). After that SOS should reconfigure “cdbIngest” on all DFO/QC machines to archive into the new cluster. “cdbIngest” does not yet support multiple NMU’s and will contact “jewel2” as fix NMU.
· HST data: HST is a new client to archive data into NGAS. For this reason the HST NGAS Archive Client, will archive data into the new cluster when it goes into operation. The HST people will be asked to support multiple servers as foreseen and supported by the Python API.
· APEX data: APEX data will be archived from USB disks received from Chile via a small ingestion tool reading the data from the USB disks and processing this if needed through “ngamsArchiveClient”. Since APEX is a new client archiving onto NGAS, it will be archived directly onto the new cluster. The NG/AMS Archive Client will be configured to communicate with several NMU’s.
· WFCAM data: Due to security considerations, nothing will change what concerns the archiving of WFCAM data. I.e., this will be archived onto “wfcau”. The NGAS operators in Garching will have to migrate the WFCAM into the new cluster. When a better security scheme has been provided by a future version of NGAS, WFCAM data will also be archived directly into the new cluster. This data is archived via “ngamsArchiveClient”, which will be reconfigured when it will be possible to archive WFCAM data onto the new cluster.
· VLT/VLTI data archived directly from Paranal to ESO/HQ: Starting from October 2005 it will be tried as a test to archive VLT and VLTI data directly through the link from Paranal to ESO HQ. This data will be archived through “ngamsIngest” and will  therefore be archived onto a fixed NMU (“jewel2”) until support for multiple servers has been implemented.
· SAO DVD -> NGAS Migration: SAO has a number of tools used to archive data into NGAS. It will be left up to SAO to change the target node to archive into the new cluster when they see fit. If asistance is needed, this can be given by the NGAS Team.
Aspects Concerning Data Retrieval

Concerning the retrieval of data from the ESO Archive during the transition phase where two clusters will be operational, there are no particular concerns. As long as the old cluster hosts data not yet migrated onto the new cluster, the old cluster should be kept Online and available to clients requesting data. It doesn’t matter which NMU is contacted for a data retrieval, as all data on both clusters will be visible for all the NMU’s (for all NGAS units in general). I.e., if the old NMU, “jewel1” is contacted and the file is located in the new cluster, “jewel1” will act as proxy and will redirect the request to “jewel2” or “jewel3” and vice versa. This is transparent for the client.
The following clients request data regularly and should be reconfigured to contact the NMU’s of the new cluster rather then the NMU of the old cluster:

· Request Handler: The switch to contact the new NMU’s, should be planned by SEG/SAO and the responsible(s) for this tool. The newest version of the Request Handler supports multiple NMU using the feature provided for this in the C API.
· Data Client: Same as for the Request Handler.
· Cal Selector: As a new implementation of this tool, based on OCA, is taking place, it should be implemented from the beginning supporting multiple NMU’s. When put in production, it should contact the new NMU’s. The existing Cal Selector could continue to contact “jewel1”. However, if the delivery of the new Cal Selector is delayed, it might be possible to reconfigure the existing version of this tool.
· CDB Query: The “cdbQuery” tool should be reconfigured 1-2 weeks after the installation of the new cluster to contact the new NMU’s. This should be done by SOS.
Aspects Concerning the NGAS Disk Based Data Transport System
What concerns the NGAS disk based data transport system in operation now, this will not be changed until further as a result of installing the new cluster. There is a plan to replace the ‘old’ PATA based NGAS units at LS and PAR at some point (probably beginning of 2006). When this takes place a detailed plan for the switch-over will be made. This is all to be confirmed.
Limitations of NGAS V3.0

Although NGAS V3.0 introduces new features and no existing features have been removed (deliberately at least …), there are still a number of limitations to take into account what concerns the operations. These are:
· Clone Requests must be issued directly to the target node, i.e., there is not Proxy Mode supported (still) for Clone Requests. In a next release, Proxy Mode also for the CLONE Command could be provided, TBD.
· During the handling of Clone Requests, the NG/AMS Server on the target node will retrieve data by connecting directly to NG/AMS on the source node. I.e., rather than going through a Master Unit to access the source node, it is contacted directly. This is in principle a bug, which should be fixed in the future, but it will be left as it is for the moment.
· The usage of RAID5 technology, makes it possible (and necessary) to use large volume sizes (the biggest, current size will be ~1.9 TB). This means that there will and can be a lot of files on such a volume. Since the file/disk cloning works per file, cloning such a volume, containing many files (maybe more than 1,000,000 files), will take a considerable amount of time. However, if the ngasVerifyCloning Tool is used in conjunction with the CLONE Command, files which have not been cloned can be recovered by this tool if the Clone Request should get interrupted due to the long execution time. An Action Remedy Ticket (DFS02485) suggests optimizing the execution of the CLONE Command. It is probably possible to improve the performance with a factor ~5. In addition, the ticket suggests providing a new scheme for sync’ing entire volume ‘NGAS-wise’ onto a target node (SYNC Command). This would make it possible to ‘clone’ even a large (in number of files and data size) volume in a relatively short time (not much longer than if a low-level sync’ing would be done e.g. file system “rsync” + RDBMS “bcp”). It still has to be decided if this SYNC Command is provided. During a transition phase, an external tool (within the scope of the NGAS Utilities, “ngasSyncVolume”) could provided to carry out this high-speed disk sync’ing. The code of this tool could then be merged into the NG/AMS Server at a later point in time. SAO should inform DFS/NGAS if such a tool is considered necessary to support the upcoming operations in this context.
There might be other limitation still, which could be fixed for a future release. If the operators identify such, it would be good to report this to the NGAS Team.

Impact of Future Changes
Since the entire ESO Archive is in the middle of a transition phase due to the call for tender for an archive infrastructure, which may result in purchasing only HW, but could also result in the purchase of an entire archive system, it is therefore difficult to plan the  transition of this. It is suggested to focus on bringing the new cluster and new SW into full operation and to get the data located on the old cluster migrated onto the new cluster as soon as possible.
What concerns the Replication Data located on JBOD/PATA disks at LS and PAR, it should be considered that presumebly from beginning of 2006, the Replication Data will be kept online at ESO HQ. There is then no longer a need for keeping the old Replication Media at LS/PAR. However, until further these ‘backup archives’ will be kept in place and data might be restored from these if needed. The present process initiated by SAO to migrate Replication Data from older PATA media to larger PATA media, should continue since some of the older disks are reaching 4 years of age and it is time to migrate the data since the probability of encountering faults on a media increases with time.
NGAS V3.0 Release Notes
==> DFS COMPONENT NAME:
NGAS

==> DFS COMPONENT RELEASE NUMBER: 3.0

==> DFS RELEASE TYPE: Integration/Test Release.

==> DELIVERED BY:  JKN/SEG
ON:
2005-09-07

==> MAIN REASON OF THE DELIVERY: 

It is the intention with this release to cope with as many open action

remedy tickets as possible, open beginning of 2005. In addition, the

full cluster capability should be supported.

==> DEADLINE FOR DELIVERY OUTSIDE DFS GROUP:

2005-09-07: Delivery + installation in ESO Archive Facility/Garching.

==> CONFIGURATION REQUIRED FOR INTEGRATION TESTS:

See the NGAS documentation ...

==> LIST AND LOCATION OF SPECIFIC TEST DATA TO BE RETRIEVED AND USED FOR

    INTEGRATION TESTS:

None.

==> POINTS ALREADY CHECKED DURING UNIT TESTS:

NG/AMS:        - Functional Tests (automatic tests).

NGAS Utils:    - Existing tests executed, manual tests done.

Other modules: - No specific testing done.

Note, thorough testing also carried out by DFS/SEG.

==> POINTS TO BE CAREFULLY CHECKED DURING INTEGRATION TESTS:

All features according to Test Plan agreed upon.

==> COMPLETE LIST OF ACTION ITEMS/PROBLEMS REPORTS ADDRESSED BY THIS RELEASE:

The main objectives of this release are as follows:

- Important bug/problem reports should be coped with.

- Archive Proxy Mode.

- Client API Server Multiplexing.

- Automatic tests should be implemented for the NGAS Utilities (NOT

  YET DONE).

- Automatic tests should be enhanced.

The tickets addressed in this release are (specific information about

the ticket and the effort carried out, can be found in the ticket itself):

- DFS02230: DeLegating Control of File Permissions for NGAS Plug-In: DONE

  (Not relevant for DFS/SEG).

- DFS02231: Carbage Collection Feature/File Cache: DONE (Not relevant for

  DFS/SEG).

- DFS01640: CHECKFILE: Ignores disk_id and file_version: DONE.

- DFS01668: Support Archive Unit Multiplexing: DONE.

- DFS01786: Problem in Parallel Handling of Archive and Retrieve

  Requests: POSTPONED.

- DFS01857: Extend Rules for Checking Double-Disk Disk Sets: DONE.

- DFS01876: Node ngahu Tries to Wake-Up Cluster Sub-Node: DONE.

- DFS01880: Janitor Thread: Lost Files Detected: DONE.

- DFS01896: Add the disk_id in DCC Message "Not Registered Files Found

  on Disk": DONE.

- DFS01937: NGAS WEB Interface/NGAS Disk Status Form - Bug for ngahu

  Unit: INVESTIGATED.

- DFS01996: Problem when DB not Available (Trying to Reconnect):

  PENDING/Need access to SEG test DB.

- DFS02074: Update Interface for 3ware Controller CLI: DONE.

- DFS02103: NGAS Utilities/ngasDiscardFiles - Changed to use DISCARD

  Command: DONE.

- DFS02108: Archiving External Files on NGAS: DONE.

- DFS02128: Let-over Files in /tmp after DB Snapshot Sync, REMFILE and

  DISCARD: DONE.

- DFS02180: ngasDiscardFiles: Host not Indicated by Mail: DONE.

- DFS02213: Problem in DCC Cross-Checking INfo Dumped when

  ngas_files.ignore=1: DONE.

- DFS02261: DB Unavailable: Incorrect Error Message Returned while

  Handling Archive Requests: PENDING/Need access to SEG test DB.

- DFS01132: Support timeout in ngamsPClient.

IMPORTANT CHANGE:

The Online PLug-In for the 9000 series 3ware Controller for JBOD Mode,

has been changed to carry out a reinitialization when the server goes 

Online (tw_cli export/rescan). This should be transparent for the

operators.

==> COMPLETE LIST OF ACTION ITEMS/PROBLEMS REPORTS WHICH ARE NOT

    SOLVED YET:

See Action Remedy ...

==> LIST AND ISSUE OF UPDATED DOCUMENTS (User's Manual, Design document, ...):

TBD.

==> ADDITIONAL COMMENTS:


The following releases are foreseen:

V3.0/Beta1: 2005-06-15.

V3.0/Beta2: 2005-07-25.

V3.0/Beta3: 2005-08-22

V3.0/Final: 2005-09-07.
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