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Intel® Xeon® Products Strategy

Unified Soc & Platform Architecture

PERFORMANCE CORE EFFICIENT CORE
(P-CORE) (E-CORE)

Perf/vCPU optimized Perf/watt optimized

One unified SoC & Platform Architecture
Two optimization points (P-core & E-core)
Two Platform design points (SP & AP)

Shared software stack and eco-system

SCALABLE ADVANCED
PERFORMANCE (SP) PERFORMANCE (AP)

intel.



CPUs Optimized for Mainstream Compute

= High-core performance = Performance-per-watt

. optimized
4 Perf/Core = Workload-optimized + Perf/Core _ |
Optimized performance with pHmize * High-core density
built-in accelerators L il e
> 2 performance
2 2
E) g Core Densit
- ore Density
Cgﬁi%ei;esgy Optimized
> >
Performance Density (Perf/W, Perf/Area) Performance Density (Perf/W, Perf/Area)
| Optimized for Performance | | Optimized for Efficiency
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4th Gen Intel® Xeon® 5th Gen Intel® Xeon® Next-Gen Intel® Xeon® Next-Gen Intel® Xeon® Next-Gen Intel® Xeon®

Scalable processors |

codenamed Emerald Rapids

codenamed Sierra Forest

Q42023

codenamed Granite Rapids

2024
(First Half)

codenamed Clearwater Forest

2024

(closely following
Sierra Forest)




Intel & Moore’s Law : Silicon Technology

Foundry g Foundry

.. Sapphire
% . Rapids
Data Center

Raptor Lake -jl Custom ASIC Sierra Forest ICzicI)erzrs\;vater
Client kﬁiw Networking Data Center = Data Center
Alder Lake #n MeteorLake Granite Rapids 2 Arrow Lake Future Lake
Client ' Client Data Center N Client Client

Intel Intel
4 € 20A
In HVM Manufacturing Ready Manufacturing Ready Manufacturing Ready Manufacturing Ready
Today Today H2 2023 H12024 H2 2024

BetweenNow & 2025 .

* Select Products Shown. Based on internal estimates. Technology readiness timing does not necessarily indicate product production timing. Learn more at www.intel.com/Performancelndex.
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Achieving gains in performance and efficiency requires
looking beyond CPU cores performance

Microprocessor /
Performance/watt

Core Frequency Scaling Core Count Scaling Targeted Acceleration

Note: Constraints not Intel specific — learnings from ASIC teams at multiple CSPs

5th Gen Intel® Xeon® Scalable processors

intel.
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Benefits of Intel® Accelerator Engines

A Higher Performance Server Architecture

Intel® Advanced Intel® Dynamic Intel® Data Intel® In-Memory Intel® QuickAssist
Matrix Extensions Load Balancer Streaming Analytics Technology
(Intel® AMX) (Intel® DLB) Accelerator Accelerator (Intel® QAT)
(Intel® DSA) (Intel® IAA)
Upto Upto Upto Upto Upto
higher speech recognition lower latency higher IOPs for SPDK- higher RocksDB fewer cores to achieve
inference performance at the same throughput for NVMe with built-in Intel® performance with Intel® IAA same connections/s on
with built-in AMX BFI16 vs. Istio-Envoy Ingress with Intel® DSA vs. ISA-L software vs Ztsd software NGINX with built-in QAT
FP32 DLB vs. software for Istio vs. out-of-box software
Ingress gateway

Accelerators Enable Step Function Performance Beyond Base Architecture

intel.
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Developer Tools for 4t Gen Intel” Xeon® Scalable Processors

Intel ® oneAPI, Al tools and optimized Al frameworks help developers maximize application performance by activating advanced capabilities of 4th Gen Intel®
Xeon® Scalable processors and Intel® Max Series processors. In multiarchitecture systems with Intel Xeon processors and Intel GPUs, using a single codebase

through one AP| delivers productivity and performance.

Compilers, libraries & analysis tools support built-in

accelerators to unleash performance, and fast training and
inference for Al workloads.

* |ntel’ oneAPI Math Kernel Library
for HPC and technical compute

» Intel’ oneAPI Deep Neural Network Library
for deep learning training + inference

* Intel’ Query Processing & Intel® Data Mover Library*
for query processing, compression and data movement

» |ntel° VTune™ Profiler

helps locate time-consuming parts of code and identify
significant issues affecting application performance

Learn more: Software for 4th Gen Intel Xeon & Max
Series Processors

Intel® OPL is open source Open source Intel® DML in beta, vl coming soon

intel.

Intel®DLB
For efficient load balancing —~ ===
across CPU cores - !

Intel® AMX < - -
Built-in Al acceleration engine 7 =

Intel® DSA
Optimizes streaming
/ data movement &

transformation operations

Intel® QAT
Accelerates

cryptography

Intel® IAA
Increases queries per
, second & reduces memory
+/ footprint for analytics workloads
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https://www.intel.com/content/www/us/en/developer/tools/oneapi/toolkits.html
https://www.intel.com/content/www/us/en/developer/platform/4gen-xeon-max-series-cpu.html#gs.p8zxo6
https://www.intel.com/content/www/us/en/developer/platform/4gen-xeon-max-series-cpu.html#gs.p8zxo6
oneapi.io
https://intel.github.io/qpl/documentation/introduction_docs/introduction.html
https://intel.github.io/DML/documentation/introduction_docs/introduction.html

5th Gen Intel® Xeon® Scalable processor

Grow and excel with workload-optimized
performance

Run Al everywhere with the best CPU for Al

Lower your costs and carbon footprint with
increased energy-efficient compute'e

Trusted, quality solutions and security features

Based on preproduction estimates comparing 4t" Gen Intel Xeon processors to 5" Gen Intel Xeon

processors. See backup for workloads and configurations. Results may vary "
5t Gen Intel® Xeon® Scalable processors intel. ?



5th Gen Intel® Xeon® processor | Key architecture blocks

mes | UPI

Acoelerator
Engl

e| PCle PCle

—
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5th Gen Intel® Xeon® Scalable processors intel® 10



5th Gen Intel® Xeon® Scalable processors deliver

Growth with
workload-optimized
performance

Increased performance’@ &
perf/watt'
with higher core counts &
larger shared L3cache

Compute Express Link

(CXL)
Typel, 2 & 3*

Increased Intel® Ultra
Path Interconnect (Intel®
UPI) speeds

PCle5

80 lanes

Intel® Accelerator
Engines

Increased memory
speeds

5th Gen Intel® Xeon® Scalable processors

Bringing Al
Everywhere

Builtin Al accelerators on
every core, Intel®
Advanced Matrix

Extensions (Intel®AMX)

Intel Al software suite of
optimized open-source
frameworks and tools

Out of the box Al
performance and E2E
productivity with 300+

models validated

_owering costs and
carbon footprint with
energy-efficient
compute

Optimized Power
Mode (OPM) 2.0

Improved TCO and
Perf/$ gains

Server refresh
opportunities

Workload Optimized SKUs

Built-in accelerators for
efficient compute

Reduced downtime
with Seamless firmware
updates

Based on preproduction estimates comparing 4™ Gen Intel Xeon processors to 5" Gen Intel Xeon processors. See
backup for workloads and configurations. Results may vary

*Targeted deployment

Trusted quality
solutions and security
features

Applicationisolation with
Intel® Software Guard
Extensions
(Intel® SGX)

Virtual machine isolation
with Intel® Trust Domain
Extensions (Intel® TDX)

intel.



Achieve performance gains with 5t Gen Intel® Xeon® CPUs

Platform enhancements driving generational gain

Web

Server-side Java

Upto

1.2x

higher Java Throughput
on bth Gen Xeon 8592+
vs 4th Gen Xeon 8480+

5th Gen Intel® Xeon® Scalable processors

d—l-l-l-l-l.-. s

=EE,E

HPC

LAMMPS - Copper

Upto

1.3x

higher performance
on 5th Gen Xeon 8592+
vs 4th Gen Xeon 8480+

=i

Media
Transcode (FFMPEG)

Upto

1.2x:

aggregate FPS
on 5th Gen Xeon 8592+
vs 4th Gen Xeon 8480+

Based on preproduction estimates comparing 4t" Gen Intel Xeon processors to 5" Gen Intel Xeon
processors. See backup for workloads and configurations. Results may vary

intel.
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Achieve Real-Workload Performance Gains with
Intel® Accelerator Engines

5th Gen Intel® Xeon® processors + built-in accelerators

Al

Natural Language
Processing

Upto

1.4 x

higher throughput
on 5th Gen Xeon 8592+
vs 4th Gen Xeon 8480+
With Intel® Advanced
Matrix Extensions
(Intel* AMX)

5th Gen Intel® Xeon® Scalable processors

Al

Recommendation
Systems

Upto

. 4x

higher throughput
on bth Gen Xeon 8592+
vs 4th Gen Xeon 8480+
With Intel® Advanced
Matrix Extensions
(Intel* AMX)

Q

o

Networks
Secure Gateway

Upto

2.4x

higher performance
on 5th Gen Xeon 8592+
with built-in Intel®
QuickAssist Technology

(Intel® QAT)
vs. Native NGINX

Movement
Large transfer size

Upto

1./x

higher performance offload
with 5th Gen Xeon 8592+
With Intel® Data Streaming

Accelerator (Intel® DSA)
vs. SW digest

 —

L

Databases
Cassandra

Upto

1.3x"

higher performance with
80/20 read-write on 5th
Gen Xeon 8592+
With Intel® In-memory
Advanced Accelerator
(Intel® |AA> vs. SW compression

Based on preproduction estimates as of 3/22/23, comparing 4t Gen Intel Xeon processors to 5t Gen

Intel Xeon processors. See backup for workloads and configurations. Results may vary

intel.
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MAX SERIES -«

Intel® Data Center
GPU Max Series

formerly codenamed Ponte Vecchio

' 1
) " Upto

° 128 52TF 16

Constructed with . ] ]
EMIB and XeHPC Peak FP64 e Compute Density in a
Foveros Cores Throughput Socket

communhnication
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DATA CENTER l
GPUA o

MAX SERIES

Maximize Bandwidth.
Maximize Capacity.
Maximize Memory.

Upto i Upto ' Upto

128GB 408MB 64MB
HBMZ2e Rambo |2 LI cache
Cache

Rambo Cache .- _—
(Random Access Memory, Bafidwidth
Optimized)

Base Tile
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DATA CENTER

GPU On 4Kx4K 2D-FFT DP due tolarge ﬁ@a’che

MAX SERIES \ — \ A
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g
§
32MB L2 8OMB L2 408MB L2

In this sensitivity study, the 408MB L2 cache in Max series GPU is down-configured to 80OMB and 32MB.
Visit the SuperComputing 22 page at intel.com/performanceindex for workloads and configurations. Results may vary



Intel
Xe Matrix
Extensions

Dedicated built-in Al functionality
Accelerating most Al Data Types

Vector 256

256

intel

OPS/CLK/Xe core FP32 FP64 FP16
Matrix 2048 ' 4096 l 8192
OPS/CLK/Xe core WRE” FP16/BF16 INT8




intel.

- HPC apps run =y | Growing breadth of applications
XeON .
out Of th e b OX on Intel® Data Center GPU Max Series
on Intel® Xeon Max CPU , :

Benchmarks Physics & Manufacturing Bio & Chem Sciences

xGEMMs STREAM MFIX-Exa Gem Autodock NWChemEx

GUPS MLBench HOTQCD miniFE CP2K miniBUDE

HPL SPECACCEL Chroma NEKBONE LAMMPS OpenMM

SPEChpc SpMV MILC OpenMC GROMACS ParSplice

NEIGS) CloverlLeaf NAMD QMCPack

Shift BookLeaf NWChem Relion

Libraries & Frameworks ;igifl-rlf éeRé:IE)eSfCD

ELPA HeFFTe

PETSc e HACC QUDA Al & Emerging WLs
GENE XGC

HYPRE Candle ML

Computational-
Catalysis ML
i Financial Services Atlas ML

Ol Binomial Options MatSci ML

ISO3DFD Black-Scholes Fusion Energy ML
STAC-A2

Riskfuel Credit Opts Pricing

Performance Portability

AMReX Visualization & Rendering
Kokkos Earth System Model. Blender

RAJA sw4 SeisSol OSPRay

OCCA E3SM Embree 4

YAKL Open Shading Library

intel Visit the SuperComputing 22 page at for workloads and configurations. Results may vary



https://edc.intel.com/content/www/us/en/products/performance/benchmarks/overview/
https://edc.intel.com/content/www/us/en/products/performance/benchmarks/overview/

Accelerating Choice with SYCL

Khronos Group Standard

Open, standards-based Relative Performance: Nvidia S CL vs. Nvidia CUD & on MNyidia-A100
(CUDA =1.003
{Higher s Better)

Multiarchitecture performance

# i
Freedom from vendor lock-in ‘
Pt}
Comparable performance to native CUDA on
Nvidia GPUs
i
Extension of widely used C++ language a
Sebulfiller Rersuras Thr " EYCZLHF Lor Faskiable Biomses Sweysewren Elheniemr Cuddusd
H-:j.'rn:--'u Unpack M_'-crl-'u

Speed code migration via open source
SYC I—Omatlc Or |nte|® DPC++ Com patlblllty Tool Testing Date: Performance resuits are based ontesting by Intel as of August 15, 2022 and may not reflect all publicly available updates.

Ce ion Details and Workdoad Setup: Intel® Xeon® Platinum 8360Y CPU @ 2 4GHz, 2 socket, Hyper Thread On, Turbo On, 256GB Hynix DDR4-3200, ucode 0x000363. GPU: Nvidia AI00 PCle 80GB GPU memory. Software: SYCL o

source/CLANG15.0.0, CUDA SDK 11.7 with NVIDIA-NVCC 117.64, cuMath 11.7, cuDNN 11.7, Ubuntu 22.04.1. SYCL open source/CLANG compiler switches: -fscyclHargets=nvptx64-nvidia-cuda, NVIDIA NVCC compiler switches: -O3 -gencode
arch=compute_80, code=sm_80. Represented workloads with Intel optimizations.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See configuration disclosure for details. No product or component can be absolutely secure.

Performance varies by s, configuration, and ather factors. Leam more at wwwntel com/Performancelndex Your costs and results may vary.

Architectures Intel | Nvidia | AMD CPU/GPU | RISC-V | ARM Mali | PowerVR | Xilinx

pen

intel.
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https://github.com/oneapi-src/SYCLomatic

CUDA to SYCL Migration Made Easy

Open Source SYCLomatic Tool Reduces Code Migration Time

HumanReadable = & o
CUDA Source Code SYCLomatictool C++ with SYCL Single Source SOHERGS. L Dibias P on Mosiole Devicoe
Cala Witk lne ConmeAts Analyzers, Debuggers (Architecture/Vendor Agnostic)
g »
2include 1’ - -
<c:;agf'untioe.h> === I._ - E ;g‘ 3 CPU
__global__ void sEEE Ml ) ~ \\ T
zy_cuaa_routine() % jw i '_] GPU
I ¢ i
. Y {19} rroa
Ture perDesired \ Aot
20-95% Format & Structure . 4=’k
Coicles Trarass | Bresaivad Architecture Performance 3 ] 3 Otheraccel
github.com/oneapi-sre/SY Clomatic
Assists developers migrating code written in CUDA to Inline comments are provided to help developers finish
C++with SYCL, generating human readable code porting the application
wherever possible
Intel® DPC++/C++ Compatibility Toolis Intel’s
~90-95% of code typically migrates automatically’! implementation, available in the Base Toolkit

TIntel estimates as of September 2021. Based on measurements on a set of 70 HPC
benchmarks and samples, with examples like Rodinia, SHOC, PENNANT. Results may vary.

intel.
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Codeplay Compiler Plug-ins for Nvidia and AMD GPUs

Adding support for NVIDIA and AMD GPU s to the Intel® oneAPI Base Toolkit

oneAPI for NVIDIA & AMD GPUs Priority Support

Free Codeplay download of latest binary plugins .

Sold by Intel and Codepl d h |
to the Intel DPC++/C++ compiler: old by Intel and Codeplay and our channe

= Requires Intel Priority support for Intel DPC++

Nvidia GPU /C++ compiler
= AMD Beta GPU = Intel takes first call and Codeplay delivers
= Availability at the same time as the Intel oneAPI backend support
Base Toolkit .

Codeplay access to older versions of plugins
* Plug-ins updated quarterly in-sync with one API

Nvidia GPU plug-in AMD GPU plug-in Codeplay blog Codeplay press release

intel. =


http://developer.codeplay.com/products/oneapi/nvidia/
http://developer.codeplay.com/products/oneapi/amd/
https://codeplay.com/portal/blogs/2022/12/16/bringing-nvidia-and-amd-support-to-oneapi.html
Codeplay®%20announces%20oneAPI%20for%20Nvidia®%20and%20AMD%20GPU%20hardware%20-%20Codeplay%20Software%20Ltd

intel. OpenMC miniBUDE

DATA CENTER Monte Carlo particle transport code for exascale Core computation of the Bristol University Engine

G P U computations
N

} 35000
F I
MAX SERIES 1 2 X 2 X

1000 30000

25000

20000

500 15000

1000s Particles/ Second

10000

5000

Nvidia A100 Max Series GPU Nvidia A100 Max Series GPU
(40GBPCle)

Based on pre-production measurements. Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

intel Visit the SuperComputing 22 page at for workloads and configurations. Results may vary



https://edc.intel.com/content/www/us/en/products/performance/benchmarks/overview/
https://edc.intel.com/content/www/us/en/products/performance/benchmarks/overview/

intel.

intel.

DATA CEMTER

GPU

—

MAX SERIES

Speeding Up
Virtual Reactor
Simulation

ExaSMR - NekRS Performance

.I -5X performance lead

1.7

AxHelm (FP64)

Relative Performance of NekRS Benchmarks w/ problem size of 8196. With Intel oneAPI SYCL implementation

Visit the SuperComputing 22 page at

AxHelm (FP32)

B \viDia A100

for workloads and configurations. Results may vary

FDM (FP32) AdvSub

Intel Data Center GPU Max Series

Relative Performance ((Averaged throughput, higher is better)


https://edc.intel.com/content/www/us/en/products/performance/benchmarks/overview/
https://edc.intel.com/content/www/us/en/products/performance/benchmarks/overview/
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