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Here is a summary of the facts what concerns the present scheme for the Backlog Buffering (BLB) and a summary of the discussions we have had concerning this matter lately:

· For the present NGAS Archiving Units (NAUs), BLB is enabled since the beginning of the project.

· BLB has been activated regularly during the last 3 years of operation e.g. due to problems with DB interaction or due to no availability of free Disk Sets on the NAUs.

· BLB seems not so relevant in the present configuration when using OLAS, since OLAS already provides a buffering mechanism based on a RAID storage solution.

· Using BLB in conjunction with OLAS has lead to some misunderstandings from the operator’s (Par-Dataflow) side lately.

· It seems better to disable BLB for the NGAS Archiving Units. The interaction between ngamsIngest and NG/AMS should be tested thoroughly  in this context.
· BLB makes sense if the data provider (archive client) archives data directly from memory (for better performance) into NGAS, or if for other reasons it is desirable to secure the data in a safe place as quickly as possible.

· The present implementation of BLB in NGAS is not 100% robust. I.e., under extreme conditions it is possible to make the system behave in a non-predictive manner, such that BLB data cannot be handled properly. In practice this means, that by killing the server (kill -9) during certain phases of the handling, the state of the BLB data may be undefined and the data cannot be handled.
· My personal recommendation is to either:

· Remove the BLB feature of NGAS completely. This means approximately ½ day of work for updating the code and Unit Tests.

· Reinforce the present implementation of the BLB to make it more robust when it comes to abnormal/extreme operational conditions. This means approximate 1 day of work for updating the code and implementing new Unit Test Cases to verify the proper functioning of this.

· If reinforcing the existing BLB feature of NGAS, it should be changed such that only in case of problems with DB interaction BLB is taking place. For the other reasons currently defined, the problems indicate a serious malfunctioning of the NAU and it is better to stop archiving on that node. Having the Archive Cluster/Multiplexing in place, it will then be possible to do a context switch, and to archive onto another node.
· The maybe more conservative decision would be to keep and reinforce the existing BLB to be able to handle also archiving scenarios where it is not possible to rely on a reliable buffering or where there are no (secure) buffering capabilities on the client side. Alternatively BLB could be removed from the present implementation and re-implemented on demand later.
· I don’t like to keep the present implementation in the distribution as it is, knowing that it has some pitfalls/that it can be improved, although the cases where it would malfunction are marginal.
· If we keep and improve the BLB feature of NGAS, it is not necessary for SEG to carry out testing of this feature as long as it is not used in an  operational scenario. Unit Tests, will guarantee that it is working properly as such, in connection with each release.

