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Introduction

The purpose of this document is to describe the pros and cons for using RAID technology for maintaining the data in the NGAS Archive at ESO HQ in a good condition without producing too much workload. This is opposed to the present system, which is based on standalone disks, whereby the task of maintaining the data holding in a good condition mainly is carried out manually.

The document intends to present the facts in connection with the data maintenance of the data in the NGAS Garching Cluster. 

This document does not deal with the topic of maintaining a separate and remotely separated back-up/copy of the data. In fact it is assumed that such an external back-up of each file is available and can be retrieved in case of loss of data.

The ultimate goal of this document is to determine:
· The level of security a RAID based solution would provide as opposed to the existing scheme.
· The pros and cons of the existing solution as opposed to a RAID5 based solution.

· A rough, overall estimation of the expenses for using a RAID5 based solution as opposed to the existing scheme for maintaining the data holding in a good shape.

More information about the NGAS system can be obtained by consulting the NGAS WEB Page: http://www.eso.org/projects/dfs/dfs-shared/web/ngas/ngas-general.html. 
Information about RAID technology can be obtained by consulting the following the link: http://www.prepressure.com/techno/raid.htm - or one of the many other links about this topic.
Present Situation and Potential Problems

At present, data in the central NGAS Archive (NGAS Archive Cluster) is managed on a single disk basis (JBOD). This means, that each disk in an NGAS Node is an independent unit and if the disk has a failure, the data on that disk is normally lost. Such a case produces a lot of (manual) work for the NGAS operators at HQ and at the remote NGAS sites (La Silla or Paranal) in order to restore the data.

The sequence of actions to be carried in connection with lost data is as follows:

1. The operators in Garching detects the problem either because they cannot retrieve data, which is requested (=too late), or because a Data Consistency Notification Message is issued by NGAS indicating that there is a problem.

2. The operators finds out on which external/remote media the lost data is stored.

3. A request is sent to La Silla or Paranal to restore the data.

4. The operators at the remote site locate the disks concerned and bring them online.

5. The remote operators also bring online a suitable spare media onto which the data will be cloned. If such spare media is not available at the remote site, it will have to be provided from Garching or the remote operators will take some disks out of production, which were going to be used to archive data.

6. The remote operators have to execute the necessary clone procedure to prepare the disks to replace the broken ones. This may be done assisted or controlled from Garching.

7. If storing media at the remote site also has failures, the data will have to be restored from the tape back-up located at ESO HQ.

8. Before sending the disk(s) with the restored data to Garching, the disks should be checked for consistency.

9. After having sent off the disks and until they arrive in Garching (7-10 days), the disks can be brought online in Garching. It may be desirable to migrate this data onto another media with more capacity or for instance to migrate them to the new serial ATA type of disks (used in Garching now) as opposed to the parallel ATA, used at the observatory sites.

There is a lot of latency in the chain of actions to carry out, and restoring a lost set of files, may be a matter of weeks (3-4 weeks, or even more). This both constitutes a security issue but also involves a lot of manual interaction, which both consumes huge resources and is a source of mistakes. During this period of time, the data in principle is not online and in case of requests for larger amounts of data, it will not be feasible to retrieve it from the remote site.

The sequence of actions above is more an example of the procedure to apply, but gives an idea how cumbersome and resource demanding it is.

Extracting the data from the tape back-up, which is continuously being made in background, and re-archiving this data into the NGAS system, is probably not an easy task either. It has not yet been tried however. Note, that the data on the tape back-up is completely beyond the control of NGAS and is not registered in the system.

Solutions

Rather than relying 100% on external copies of the data, it would therefore be advantageous to make use of RAID5 technology to be able to restore lost data at HW level, in an extremely fast and reliable manner, without any substantial interaction from the operators. This both save time and the extra HW cost is easily covered by the time saved by the operators. Maybe more important however, the level of data security, will be increased with an order of magnitude.

Using NGAS together with RAID5 technology implies basically to use RAID5 Arrays, as though they were simple disks. For NGAS there is no difference between a normal (JBOD) disk and such a RAID5 Array. The architecture of NGAS is such that it is very easy to write the necessary plug-ins to make it operate with RAID5 Arrays as opposed to single disks. In fact, such plug-ins have already been provided and after some additional testing, they will be ready to go into operation (cost for supporting RAID5 until now = 3-4 hours).

For the operator there is no difference between having a RAID5 Array as ‘storage media’ rather than single disks when it comes to the daily operations. The operator will see disks with files on it, as is the case now. (S)He will also be using exactly the same tools to manage the archive facility. Only in case a disk fails the procedure to intervene will change for the operator. The sequence of actions carried out manually and automatically is
:

1. The RAID5 Disk Controller (here the 3ware Controller), sends out an email notification indicating that a disk has failed.

2. The RAID5 Disk Controller starts to rebuild the lost data automatically on the available spare disk.

3. When this is done the disk controller sends out an email indicating that the lost data has been restored (= the broken disk has been replaced).

4. The operator takes out the broken disk and replaces this with a new disk. Subsequently (s)he executes a tool, “ngasScanDisks”, which scans the disk controllers on the system and registers the replaced disk as spare disk for the RAID5 Array.
As can be seen, the procedure is much simpler and more efficient and most of all, more safe. Data will also be available much faster compared to the existing scheme. In fact data will be available almost without interruption and the failure will have been recovered before the operators even detects/are informed about the problem. NG/AMS itself will probably often not register problems with a failing disk before the problem has been recovered.

One difference using RAID5 rather than JBOD disks is that if it is desirable to move disks from one NGAS Node to another, all the disks of one array have to be moved together. I.e., these must always be kept together as a set. It should not be too difficult however to enforce this and in any case, should be rare case to move disks from one node to another.

It should be stressed, that even a RAID5 Array may fail or data on it lost. In this case the data must be restored from one of the back-up archives. However, it is not foreseen that such incident such happen too often, if it ever happens. If a disk controller itself fails, it is possible to take out all disks of one RAID5 Array and plug them into another controller of the same type. The data on the disk will be available immediately.

A major drawback of using a RAID5 based solution, is that if a RAID5 Array fails, the amount of data to be restored is a fairly huge quantity, compared to when restoring single disks. This means that adapting RAID5 technology for NGAS, only makes sense if such failure is an extremely rare case.

Operational Aspects

The usage of RAID5 for storage purposes should be restricted to the data stored on the NGAS Archive Cluster. For all other disks used in the context of NGAS, the present JBOD scheme will continue to be used. This means that the data on the JBOD disks from the telescope sites will have to be migrated upon arrival at HQ. Figure 1 illustrates the operational scenario.

At the Data Production Site there are NGAS Archiving Units (NAUs) and NGAS Buffering Units as now. In addition an Archiving Handling Unit (AHU) will still be required. Data is archived as now, on Main and Replication Disks. When a Disk Set is completed, the Main Disk is send to Garching (1) and the Replication Disk inserted into the NBU for a while (2).

When the Main Disk arrives in Garching, it is inserted in the NGAS Ingestion Unit (NIU). This is a normal NGAS System, but with a small ingestion utility installed, which is automatically executed when the machine boots up. This tool analyzes the contents of the disks inserted into the NIU. If it identifies files defined by their File ID and File Version, which are not available in the NGAS Cluster, it archives them into the NGAS Cluster (3). This is done sending a REARCHIVE Command
 to the MNU. The NG/AMS Server on the NMU identifies the most appropriate NGAS Cluster Node (NCU) where to forward the Archive Request. This will be the one having the Disk Set with more data stored and/or the ‘oldest’ registered disks. A scheme based on load balancing could also be introduced later to enable the cluster to handle more Archive Requests simultaneously.


[image: image1]Figure 1: Simplified view of the operational scenario of RAID based NGAS Archive Cluster.

The archiving of the data into the cluster should be pretty fast if the NIU is connected to the private network of the NGAS Cluster (Gigabit network). The file is forwarded to the target node where it is archived by the NG/AMS Server on that node, exactly as it is done now. The only difference is, that rather than having a Disk Set consisting of two disks or a Disk Set with a single disk, the target disk is a RAID5 array. When the ingestion utility has finished its work, it will send out an Email Notification Message to the operator indicating which disks have been handled and thus are ready to be recycled. If problems occurred this will also be indicated.


After the data migration, the disks are recycled and paired with new associated disks and are shipped to the data production sites (4). After a while the Disk Set will be used for data archiving (5).
In the NGAS Cluster at the Central Archive Site, NG/AMS will still carry out the Data Consistency Checking, now, as an extra security. This is an ‘external’ monitoring of the condition of the RAID Array. 
If a Main Disk arrives in a bad condition at the Central Archive Facility, i.e., if it is either broken or partly broken, the operators at the Data Production Site are instructed to take a disk from the Spare Disk Pool and to clone the corresponding Replication Disk and send the new, cloned Main Disk to the Central Archive Facility.

As shown in Figure 1, external and internal archive clients will archive data onto a special Archiving Unit at HQ (or a cluster of archiving units) (7). This is done to create two copies of each new file being archived in the NGAS Archive as is done when archiving data at the data production sites. The Main Disk will be migrated as it is done for data coming from the remote data production sites (8), whereas the Replication Disk will be moved to the Replication Disk Archive at Garching HQ (9)
.

The operational scenario and the necessary procedures to operate the system must be refined. In particular the way the archiving is handled at HQ.

Expenses

This sections attempts to present a rough estimation of the various costs in connection with the existing system opposed to an NGAS/RAID5 based system for the NGAS Archive Cluster. The analysis comprises estimation of the following expenditures:

· HW.

· SW.

· System Administration.

· Technical support from NGAS Support Team.

· Operational costs (resources consumed by operators).

Not considered in this cost analysis, is the cost of replacing a broken disk controller, which is not considered to be different from now. Also not considered is the case where a RAID5 Array would be failing completely and the data restored from one of the external back-ups. Providing an estimate for latter, is not only difficult/impossible, but it should also be a very rare situation that the data of a RAID5 Array is completely lost. I.e., this proposal assumes that in >99.9 % of the cases where data is lost due to disk failure, this data can be restored by the RAID5 Array itself.

HW Costs

If the same HW solution is chosen for a RAID5 based system (same nodes equipped with the 3ware controller), the actual extra cost to implement this is limited to:

· The extra disk space due to the parity scheme used by RAID5.

· The extra disk space due to the hot spare disk in each RAID5 Array.

· Computers to host the increased amount of disks.
It is assumed that using RAID5 introduces an overhead in the order of 10% for parity purposes. If we will be using 24 slot SATA systems with two 12 slot 3ware controllers running in RAID5 Mode each, this means a total overhead of ~18% more disks and NGAS Nodes.

In addition to this the NGAS Ingestion Unit shown in Figure 1 should be added as an extra HW expense.
SW Costs

At the SW side, the plug-ins used for operating NGAS together with the (3ware controlled) RAID5 Array should be maintained. First versions of these plug-ins have already been provided during the initial feasibility study. The NG/AMS must be enhanced with the REARCHIVE Command (TBD) and the possibility to make an NG/AMS Server operate in proxy mode also for Archive Requests; it may be that another scheme for migrating the data is chosen.

In addition test cases should be developed to test these plug-ins and the usage of RAID5 Arrays with NGAS.

NGAS must also provide the ingestion tool, which is executed on the NGAS Ingestion Unit.

System Administration
At the system administration side, the usage of RAID5 technology should not result in a significant increase of work. Probably, on the contrary since the overall operation is simplified and the system becomes more robust.

If the 3ware controller is used also for a RAID5 based solution, there will not be a major increase in the complexity of the HW environment. The system administrators of course, need to understand well the functioning the 3ware controller in both JBOD and RAID5 modes. There will be a minor increase in workload to handle the two different kinds of configurations for NGAS Nodes running in JBOD mode and RAID5 mode.

Technical Support from the NGAS Support Team
The amount of workload resulting from using RAID5 should only increase slightly in the beginning when the new scheme is put in operation. Afterwards the workload should be less than what is currently needed, as the complete operation and handling is significantly simplified for the NGAS operators at HW.

Operational Costs
The major positive gain will be on the account of time necessary to handle the NGAS system from the NGAS operator’s side. This will be reduced to a bare minimum, since restoring a broken disk normally results in few minutes of work as opposed to many hours invested at the remote data production site and at HQ. The exact figure is difficult to estimate, but with an increased amount of data and disks, the time needed to restore lost data will increase dramatically, which is why using a RAID5 based solution is not only an enhancement which is nice to have, but and absolute necessity to be able to handle the archive operation and in order not to increase the operational costs to man-power to unacceptable dimensions.

Implementation and Test Plan

To analyze the feasibility of using RAID5 technology, the following steps seems logical: 

· Initial basic tests using the 3ware controller in RAID5 mode. Status: Done.

· Implementation of plug-ins for NGAS and initial tests using NGAS together with RAID5. Status: Done. 

· Performance tests. Theses should reveal if there are any significant performance penalties in using RAID5 technology, which would disturb operations. Status: To be done.
· Robustness tests. These will reveal if using RAID5 really increases the data security and makes it more difficult to loose data and if in fact the workload on the operators for restoring data is reduced. Status: To be done.
· Operational test. This is a test whereby a RAID5 based NGAS Node will be used for the daily operation during a test period to test the feasibility of the proposed scheme. Status: To be done.

As can be seen from the list above, the best test of the feasibility of the usage of RAID5 technology would be to use a RAID5 based node for the daily operations. This will reveal if this concept is really feasible for the usage in the context of NGAS. Before making this test in the production environment, the other steps in the list above should be carried out. For the first type of usage, it is not necessary to provide any special features in NG/AMS (e.g. REARCHIVE) to use a RAID5 based NGAS Node in operation.

SAO is currently in the process of migrating all data in the NGAS Archive from old PATA based disks and other media (DVDs/tapes) onto a 24-slot SATA machine with two disk controllers in it. A possible test in the production environment could be carried out with the next such 24-slot SATA system, which will then be configured to run in RAID5 mode. For the NGAS Operators at HQ this should not mean any difference when it comes to the operational procedures. If no unexpected problems are encountered, it should not result in any extra workload for SOS and the NGAS Team either. It should be ensured that all data migrated onto the RAID5 based NGAS Node, is properly backed up to an external replication media, which should be the case already. After operating this system for 6-12 months, it should be possible to conclude whether or not we are ready to convert the complete NGAS Archive Cluster to such RAID5 based nodes.

The risks in using such a RAID5 based node in operation seems to be limited as long as data is properly backed up. In the worst-case, it may be necessary to restore data from the replication archives in case major difficulties with the RAID5 node are encountered.
Conclusion

In this report we have tried to list the advantages and disadvantages of using RAID5 based disks for long-term data storage in connection with the NGAS Archive at Garching HQ. 

The information available about this at this point in time has been presented and everything indicates that it seems to be a logical and necessary move to go for a RAID5 based system as soon as possible. If this is not done, the operational cost will raise rapidly within the next years as we are going to face a major increase in the data volume within a limited period of time. Apart from increasing the operational costs to an unacceptable level, the risk of the present scheme with all the manual intervention needed, in itself is endangering the data security.

The expense to implement the RAID5 based system is limited if the existing 3ware disk controller is used since this is also used for the NGAS Nodes running in JBOD mode. It would be a option to test other HW solutions. However, this means that more time will have to be invested for development, analyzing and testing such a RAID5 based system, apart from increasing the cost to HW, administrative costs and to SW development and testing. The preferred solution is therefore to use the 3ware controller in RAID5 mode.

We strongly recommend attempting to go direction of a RAID5 based solution, after the necessary tests have been carried out. The overall expense, i.e., the sum of HW costs, system administration and time needed for operations to managed the NGAS Archive will be reduced significantly. In addition, the data security is increased with an order of magnitude. There seems to be few disadvantages of using the RAID5 based system as proposed.

If we decide not to go for a RAID5 based solution, it will be necessary to allocate more resources to operations, an expense which will be much higher than the minor increase in HW expenses due to extra disks and NGAS Nodes.

Abbreviations

JBOD: Just a Bunch of Disks.

NGAS: Next Generation Archive System.

RAID: Redundant Array of Inexpensive Disks.

Appendix A: Considerations about Usage of RAID5 Technology for NGAS/D.Suchar
NGAS uses single disks, which have been cloned 3-4 times onto other disks (80GB -> 200 GB -> 250 GB -> 400 GB disks). In the case of a disk failure, SAO identifies all replication disks and LaSilla mounts them onto their NGAS systems. SAO recreates the disk remotely and after a delay of 2-3 weeks it arrives in Garching. In the case of RAID5s SAO wouldn't have to recreate any broken disks, but would simply to swap in a new disk. I am sure that disk changes can now be managed by the SAO staff using the NGAS software. 

SOS has experience with the old hardware running RAID5s and RAID1s on over 20 systems. The experience is not very good and the failure rates are not low. One disk drops every 1-2 weeks on average. Sometimes we have 3 failures in 2 days, but there are also time periods with no failures.This "old" hardware was chosen 3 years ago and it looked extremely stable in the first year. RAID5s with 80 GB disks are stable with less failures, 200 GB disks have failed more frequently. 

New hardware has to be tested for at least one year before SOS can move the systems into operation. 

For example, SOS had a problem with a typical RAID5 configuration. This problem has remained unsolved for the last 3 weeks. This is one of the typical RAID5s, which are being proposed for the NGAS systems, but of the old hardware type. These disks have error blocks and the raid controller isn't reporting any problem. SOS is changing each part, one by one, in order to identify the problem. 

SOS has very good experience with external hardware RAIDs. SOS has at the moment 7 raids of which the first one was bought over 2 years ago. We had only two disk failures in the last two years. The hotspare was used, the disk was replaced, and that was it. The raid automatically reconfigured the new disk as a hotspare. This is approaching a zero administration time for the storage hardware. The installation of the hardware was also unproblematic. 

The last point I would like to mention is that in the case of a RAID5 failure on NGAS' systems, SAO would have to recover 4TB of data from 50 individual disks or from a tape backup, which is not currently feasible with the existing system.
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� In this case an implementation using the existing disk controller from 3ware Corporation is considered. This is then used in RAID5 mode rather than in JBOD mode.


� The REARCHIVE Command is a new feature. Re-archiving a file is basically the same as cloning a file, but where the file is submitted in the request, as is the case for an ARCHIVE Command. It would be possible to obtain this migration with the existing features provided by NG/AMS but the most elegant solution would be to provide the REARCHIVE Command.


� It should be considered to keep the Replication Disks in a physically different location than the Master Disk for security reasons.
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