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INTRODUCTION

This document contains three proposals for how to build up the HST NGAS Archive, to be put in place at ESO HQ. The intention with the system proposed, is to re-use the existing NGAS Package, as it is delivered to operations at ESO HQ and La Silla/Paranal. I.e., the HST NGAS Archive should not result in extra work on the NGAS system. The HST NGAS Archive will be based on NGAS V3.0.3. The Archiving Plug-In to handle the archiving of HST data has been implemented and tested.
One of the basic requirements to the HST NGAS Archive is the capability to provide an independent back-up of each file archived. The first usage requires archiving approx. 5 million HST raw files. The total amount of data sums up to 2.5 TB. After archiving the initial, bulk amount of data, the archive will therefore host 5 million files and 2x2.5 TB of data. During the next years the archive is expected to grow. The final size depends on various factors, including, whether the Hubble Space Telescope will undergo another service mission in ~4 years

Common for all three solutions suggested in this document, is that the basic storage is not based on JBOD disks, but on RAID5 arrays to minimize the problem of total data loss in case of loss of single JBOD disks.

The HST NGAS Archive is based on a separate HW infrastructure, though the same DB in the DBMS is used which means that Retrieve Requests may also go through the Master Nodes of the ESO Archive PA. Such requests will be redirected to the HST Cluster nodes. Using the NGAS C- or Python APIs this is handled transparently for the client.

Solution 1: Internal NGAS Mirroring

This solution is based on the internal mirroring provided by NGAS, whereby NGAS can archive onto a Main and a Replication Volume located in the NGAS node.
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Each node in the cluster will be able to act as proxy for all other nodes for Archive and Retrieve Requests. I.e., an incoming Archive Request will be re-directed seamlessly if a contacted node has no storage space available.
On-the-fly Mirroring:

The on-the-fly mirroring is done by NGAS during the handling of the Archive Request.
Long-term Mirroring/Data Preservation:

There are no means provided for the long-term mirroring. The DCC on each node should be executed periodically to monitor the condition of the data located on that node.
If a RAID5 volume is lost, the data on it can be recovered by cloning its associated RAID5 volume. This process must be initiated manually. If single files are lost on a volume, these can be cloned from the associated volume by the operators after the problems encountered in connection with the volume, have been fixed.
Archive Requests:

All nodes will have archiving capabilities. If a node has no available space for handling an Archive Request, it will automatically identify another Archiving Unit with sufficient storage capacity for handling the request.
Retrieve Requests:

All nodes will be capable of handling Retrieve Request for any data file in the HST NGAS Archive.
Storage Capacity Expansion:

Storage capacity can be extended without interfering with the on-going operations. A new node can be added to the cluster and put online, where after it will be possible to archive onto this unit immediately.
Concerns:

The major concern applying this architecture is that the two copies of each file are hosted on the same node and therefore also located in the same physical location.
Solution 2: Internal NGAS RAID1 Mirroring/Separated Main and Replication Media (Exported via NFS)

This solution is based on the internal NGAS mirroring as described in Solution 1. The Replication Media however, will not be located in the local NGAS host, where the Main Volume is physically located. It will be located in another machine, and the RAID5 volumes for each Main Node, there will be a physically separated, associated Replication Node.

The amount of HW needed for this system, is the same as for Solution 1. Also for NGAS no specific plug-in changes are requires, nor changes to the core NGAS system. The remote Replication Disks are exported via NFS to the Main Nodes.

For NGAS running on the Main Nodes, it will look as though the two volumes in each disk pair are local.

The NGAS system on the Main Node will be able to serve Archive and Retrieve Requests. The NGAS Servers on the Replication Nodes will be configured to accept only Retrieve Requests and other requests, which do not introduce any changes in the data holding on the volumes mounted in the node. In particular the DB Snapshot on the volumes will not be updated by the NGAS Servers on the Replication Nodes.

The Replication Nodes may be located in a physically different location than the Main Nodes for higher data security. All what is needed is a network connection. Since the incoming average data rate is relatively small, there should be no problems using the NFS protocol over a fast network connection (the ESO backbone) for this purpose.
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The NGAS Servers on the Main Nodes will all be able to act as proxy servers for the other Main Nodes. This means that incoming Archive Requests will be handled by any of the Main Nodes, which provides a high level of availability and makes maintenance easier since it is possible to take a node out of production without interrupting possibly ongoing archive activities. Moreover, the data will constantly be online, should either the Main or the Replication Node (but not both) be temporarily unavailable. In this way the system scales up dynamically.

On-the-fly Mirroring:

The on-the-fly mirroring is taken care of by NGAS.

Long-term Mirroring/Data Preservation:

Implementing this module, there is not support for the long-term mirroring, which will restore data lost in either of the two set of nodes. If a RAID5 volume is lost, the remaining volume can be migrated (cloned) onto the replacement, associated array. Restoring single files can be handled in a similar way.

It will probably be difficult to implement automatic tools for handling the long-term mirroring.

Archive Requests:

Archive Requests will be handled only on the Main Nodes. These could also be configured to handle Remove Requests

Retrieve Requests:

Retrieve Requests can be handled by both the Main and Replication Nodes. Any node in the HST NGAS Cluster will be able to handle retrieval of any file. 

Storage Capacity Expansion:

New storage capacity can be added to the system without interfering with the ongoing operations. Nodes will always be prepared and added in pairs when installed and tested. As soon as the NGAS Servers go online, data may be archived onto these systems and may likewise be retrieved.

Concerns:

In case of outages of the network connection between the Archiving Unit and the Back-Up Unit, it will not be possible to archive any data until the network connection has been re-established. The occurrence of an outage of the network of longer duration however, is considered fairly unlikely.
The set-up to be handled by SOS is more complex.
Solution 3: NGAS Subscription Service + External Mirroring

This solution will be similar as the solution implemented for the ESO Archive and is based n the same technologies. This means that the final deployment of this HST NGAS Archive first will be possible after NGAS V4 has been delivered and installed in the ESO Archive. Until then, it will be necessary to operate this system with single volumes, or to, during a transition phase, operate it as suggested in Solution 2 above. The Back-Up Units can then be recycled when a fully operational system has been put in place.

A variation to this system would be to only base the mirroring of the HST NGAS PA and SA archives, on the NGAS Mirroring service.

A risk in this connection is that the next generation of the SW for the ESO Archive is being defined and a solution might be implemented which is not suitable for the HST NGAS Archive. In this case, it would be possible to continue with the Solution 2 system for ever.

A huge advantage is that the Long-Term Mirroring is implemented on technologies also in use for the ESO Archive and that the two systems will be very similar, a thing which will facilitate the administration and operation in general.
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On-the-fly Mirroring:

Optional, could be implemented, based on the Subscription Service provided by NGAS. 

Long-term Mirroring/Data Preservation:

The long-term bi-directional synchronization of the two archives would be taken care of by the NGAS Replication Agent. This would function exactly as is the case for the general ESO Archive and would therefore be pretty automatic.

Archive Requests:

Any node in the HST NGAS PA would be capable of handling Archive Requests or to act as proxies, when it is necessary to forward the request to another archiving unit.

Retrieve Requests:

All nodes in the HST NGAS PA and SA will be able to act as proxy for retrieving any file in the HST NGAS Archive.
Storage Capacity Expansion:

New units can be added dynamically. It is not necessary to add pair of units, since the replication service work on a file-basis and not on a volume basis. In this way the various volumes in the HST NGAS PA and SA are decoupled from each other.
Concerns:

The NGAS Mirroring Service is being designed. A solution might be implemented, which is not suitable for mirroring the data of the HST NGAS Archive PA and SA systems.[image: image4.emf] 
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