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DRAFT
Processing Scenarios

In this chapter we will describe, discuss and analyze various, possible architectures for the NGAS and Pipe-Line Clusters. This analysis only comprises the most obvious or relevant scenarios. Other scenarios are possible and could be included in this analysis if desirable.

The five scenarios considered in this analysis are:

1. PLC hosted within NGAS (Complete Merging of NGAS/PLC).

2. NGAS/PLC Node Sharing Architecture.

3. NGAS/PLC Node Sharing Combined with Independent PLC Nodes.

4. Close Integration of NGAS/PLC.

5. Complete Decoupled NGAS/PLC Architecture.

The advantages and disadvantages and other information in connection with each solution is giving to make it possible to compare the various scenarios.

The intention of the discussions in this chapter is not to propose specific HW solutions. It is merely the intention to discuss at a relatively high level the various types of architectures. Whether or not each solution proposed is feasible, should be analyzed during an assessment of the solutions from a HW point of view, taking performance figures and expenses into account.

Before entering in the discussions of the various scenarios, some background information and history of the development of NGAS is given together with some considerations for the Parallel Batch Queue System (PBQS).

NGAS and Processing Services

When the NGAS Project was initiated in the beginning of 2001, one of the objectives of the final system was to achieve a solution, which would be able to store and manage the data but which also could handle more complicated processing, within the same system.

The parallel processing capability was never implemented in practice. However, a more simple service was provided from the very beginning, offering on-the-fly processing of data upon retrieval. This on-the-fly processing is useful to e.g. extract and send back header information from files, decompressing files or binning as well other, ‘trivial’ processing, which can be done on-the-fly (independently per file). 

Although the on-the-fly-processing was mostly intended for simple processing, there are in principle no limits to what could be processed, since the processing itself is done via so-called Data Processing Plug-Ins (DPPIs). These can be added dynamically to the system, and in this way, enhance the capabilities of the SW without changing the core of the system. In this manner, it would be possible to implement an entire Parallel Batch Queue System within a DPPI, which would exploit the computing resources available within the NGAS Cluster. Implementing such an advanced DPPI however, would require an expert user knowing well the internals of the NGAS Systems.

Even though on-the-fly processing has been provided since almost the very beginning, the potential gain in processing the data close to the storage location and possibly reducing the amount of data to be transferred, has not yet been used for any significant operational scenarios.

While discussing each of the selected scenarios, this option should be kept in mind, as a way to support the processing and to delegate some processing activities to the NGAS Nodes, even if not integrating the two systems closely with each other.

NGAS and Storage Media/Systems

Although NGAS has been used only for handling data stored on a JBOD (Just a Bunch of Disks) structure, the is nothing preventing from adapting the system for usage with a SAN/NAS storage system, RAID5 Arrays (already done), tape jukeboxes, and other solutions. Due to the plug-in architecture of NGAS this adaptation is fairly straightforward and the system is quite flexible. Adapting NGAS for usage with a RAID5 solution or a SAN/NAS archive server, does not change the core of the system.

Considerations Concerning the PBQS

The PBQS used to reschedule and administrate the PLC processing here considered, is the DFS implementation REI (Recipe Execution Environment. Other systems are available, but these will not be considered in this analysis.

REI is based on a RDBMS used for process synchronization and for data exchange. The bulk amount of data though, is stored on a common storage area (file server) onto which all nodes in the cluster are mounted for transparent access. It is assumed that even using another solution for the PBQS service, this basic architecture would be kept rather than relying on services to distribute the data to the nodes/processes where the processing is actually taking place. Even though the data to be processed, is collected by each PLC Node from the common file server, there is nothing against that the intermediate output products generated by the processing are stored on a local disk on the PLC Node for more efficient file I/O during processing. The end result(s) however, should be stored on the common file server.

Scenario 1: PLC Hosted within NGAS (Merging of NGAS and the PLC)

This scenario implies a complete integration of NGAS and the PLC, such that the PLC and NGAS are merged together. I.e., the PBQS services are implemented within the NGAS System and hosted in the existing NGAS Server SW running on each node in the Archive Cluster.


Figure 1: Merging of NGAS and the PLC.
In practice this would mean to merge the REI scheduling capabilities into the NGAS Server or to re-implement the REI features within the NGAS SW. Applying former would be feasible by incorporating the REI C++ code into the Python interpreter within which the NGAS SW is running. NGAS could then use the REI services directly for providing the PBQS services. Re-implementing the entire REI functionality, within the framework of the NGAS SW, does not seem like a very attractive or feasible approach, since this would imply investing too many resources for development and testing.

Apart from re-using the existing HW, the idea behind this architecture is to carry out the processing as close as possible to where the data is located. This however, may not always be possible because it is also the intention to spread out the load of the processing over as many nodes as possible and having nodes idling, while loading other nodes heavily, is not desirable.

In the following the advantages and disadvantages of an total merging of the PBQS services into the NGAS System are listed and described.

Advantages:

· Sharing HW (= saving resources to HW expenses).

· Fewer nodes to administrate.

· Processing taking place close to data (whenever feasible).

· Incorporating the PBQS into the NGAS SW would mean that the Host Suspension (Idle Suspension) feature provided by the NGAS SW would also be available for the purposes of the PBQS, if desirable.

Disadvantages:

· Increased complexity of the NGAS SW.

· Increased complexity of the system in general.

· PLC and NGAS to some extent have diverging interests. For NGAS the tendency until now, has been to ‘pack as much data as possible’ per CPU
, whereas for the PLC storage space is less important and on board memory, CPU speed and file I/O performance, are the determining factors.

· Loose flexibility since having the systems separated, makes it easier to upgrade each system independently, i.e., the administration of the system(s) is more cumbersome.

· For NGAS it would maybe be interesting in the future to use other types of storage technologies like tape archives or juke boxes or high capacity optical media. Integrating both systems completely, it will not be easy or even possible to freely change the internal HW and architecture of the Archive Cluster.

· Imaginatively the HW for long-term data storage may be upgraded with a slightly slower rate than the HW for the PBQS service, since the processing has higher demands to the HW.
Scenario 2: NGAS/PLC Node Sharing Architecture

Applying this approach, the PBQS would be executed on the nodes of the NGAS Cluster. This means that the two systems (SW-wise) are kept separate and will remain independent systems. However, they will use the same resources (CPUs, memory, system disks, network cards, etc.) for the execution of their requests.


Figure 2: NGAS/PLC Node Sharing Architecture.

A common file server would have to be made available within the infrastructure of the NGAS Cluster, serving as common/shared area for storing input data for the processing and for the output products. This file server would only be used for the purposes of the PBQS, and would not be used by the NGAS System.

Using this approach, an infrastructure should be put in place, which would allow the PLC processing daemons to achieve fast access to the data. Maybe a scheme could be defined, where the daemons would obtain a direct access to the data via NGAS, but would retrieve the data themselves when necessary.

An optimized distribution of the processing load might only be possible when executing the processing on a different node than the one hosting the data.

Advantages:

· Sharing HW (= saving resources to HW expenses).

· Fewer nodes to administrate.

· Processing taking place close to data.

Disadvantages:

· Increased complexity of the archive cluster.

· Possibly not feasible to use the Host Suspension Feature of NGAS anymore.

· Installation and maintenance of the two systems, may interfere with each other

· Heavy processing may slow down the retrieval of data by external clients and vice versa.

· The processing power for the PBQS service is limited by the amount of NGAS Nodes in the cluster. It is not possible to scale up the PBQS Cluster when the load of the processing to be carried out increases.
· Load balancing may not be possible if processing must take place on the node where the data is located.
Scenario 3: NGAS/PLC Node Sharing Combined with Independent PLC Processing Nodes

This solution is very similar to the “NGAS/PLC Node Sharing” solution. Only difference is that within the NGAS/P LC Cluster there will also be units solely dedicated for processing purposes. I.e., on these nodes only the processes of the PBQS will run but NGAS will not be installed and no data will be located on these nodes. The PBQS will also use the NGAS Nodes for data processing.
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Figure 3: NGAS/PLC Node Sharing Combined with Independent PLC Nodes

NGAS and the PBQS remain separate systems and could be completely isolated on their separate clusters if desirable at a later stage.
Applying this approach, a close integration of the systems is obtained, but at the same time, it is possible to scale up the PBQS part of the cluster according to the needs for computing performance.

A special mechanism should be built into the PBQS to schedule the processing on the NGAS Node hosting the data. This could be implemented within the REI Recipe Planner
, which could analyze which frames are involved in the request and try to schedule these so that they are executed on the nodes hosting the data. Such a mechanism however, might result in poor load balancing characteristics of the PLC, since jobs might queue up for a single node hosting data, frequently used for the processing, or alternatively, the load of single nodes might be quite high, whereas other nodes might node be used at all.

A compromise could be to schedule only processing in the NGAS Nodes hosting the data when there are free resources on the nodes. Otherwise the jobs could be scheduled on the dedicated PLC Nodes.

Advantages:

· The processing power available on the NGAS Nodes can be utilized.

· It might be possible to process the data on the node where it is hosted.

· It will be possible to add more processing power independently of the archive facility.

Disadvantages:

· The nodes hosting the two systems might be difficult to administrate since re-installing one might interfere with the operation of the other.
· Increased complexity of the nodes hosting both systems.
· Risk of inefficient load balancing.
Scenario 4: Close Integration of NGAS and PLC

This solution aims a keeping the two systems well separated so that the nodes of each of the two cluster systems are not shared; each system has their own, dedicated nodes.


Figure 4: Close Integration of NGAS and PLC/ PLC hosted within NGAS Cluster.

It is however the intention to ensure that the PLC has a very fast access to the data, and can download these in the fastest possible way. This is obtained by:

· Connecting all nodes of the NGAS Cluster and PLC to the same, private network.

· Ensuring that all units can contact each other via a fast fiber-based network structure.

· Implement means to allow the PLC nodes to collect data directly from the NGAS Cluster sub-nodes. E.g., a possibility could be that rather than retrieving the data via the NGAS Master Node, the PLC nodes, would obtain the location of the data (via the NGAS Master Node) and would retrieve the data directly from the sub-node hosting the data (the Master Node generates an HTTP Redirection Response).


Figure 5: Close Integration of NGAS and PLC/external PLC.

Applying this architecture, the two systems remain completely separated but at the same time, supposedly, the data can be downloaded almost fast since the PLC Nodes could access the NGAS Nodes directly. It will of course not be as fast as when processing the data directly on the node where the data is hosted. Latter however, would probably anyway be a too limiting constraint in terms of obtaining an efficient job scheduling.

The on-the-fly processing feature offered by NGAS can still be used to do simple processing of the data if relevant/possible while downloading these from the NGAS Cluster to the PLC Nodes.

Advantages:

· The two systems remain completely separated and can be administrated without interfering with each other,

· HW upgrades can take place independently for the two systems.

· Different types of HW, more suitable for each type of cluster can be used.

· Data will be available almost as fast as when hosting the PLC Nodes within the NGAS Cluster.

· The load induced by the processing will not interfere with the data retrieval and other tasks performed by the NGAS Cluster Nodes and vice versa.

Disadvantages:

· The processing power available within NGAS Cluster (if this is the case), can not be exploited for the PLC processing

· Even though a close integration of the two systems is sought, the file I/O performance might be slightly poorer than when integrated the systems even closer.
· If physical limits are imposed to the space occupied by these system, it might be more flexible to have two separate systems that could be placed in different locations.
Scenario 5: Complete Decoupling of NGAS and PLC

Implementing this solution, no considerations are made in order to integrate the two systems, whatsoever. 

Figure 6: Complete decoupling of NGAS and PLC.
The PLC Nodes are merely seen as ‘any other archive client’ requesting data. The actual connection between the two systems, is taking place via the common ESO network structure offering a bandwidth, possibly not adequate for making huge amounts of data available for the processing.
Advantages:

· The two systems remain completely separated and can be administrated without interfering with each other,

· HW upgrades can take place independently for the two systems.

· Different types of HW, more suitable for each type of cluster can be used.

· The load induced by the processing will not interfere with the data retrieval and other tasks performed by the NGAS Cluster Nodes and vice versa.

· More flexibility in terms of utilizing physical space required for housing the two systems. I.e., there might not be enough space in the archive room for hosting the PLC.

Disadvantages:

· The processing power available within NGAS Cluster (if this is the case), cannot be exploited for the PLC processing

· The downloading of data could be relatively slow, and may depend on the general load of the ESO network. Alternatively, heavy activities on the ESO network may interfere with the operation of the PLC.
Summary

In this chapter, five different scenarios for the NGAS and PLC systems have been analyzed and the pros and cons for each evaluated.

In general it seems to be advantageous to separate the NGAS and PLC systems, to be able to go in different and maybe diverging directions, according to the requirements for each system and the technical development of HW and SW solutions in the area of archive and parallel data processing systems. Using dedicated HW e.g. for the PLC would not be possible, or at least be more difficult, the closer these two systems are integrated with each other. Integrating the two systems with each other seems to increase the complexity of the overall system.

It goes without saying that when separating the two systems, a close integration via a powerful network solution should be found. Unless further analysis of the requirements for distributing data would reveal major difficulties in obtaining the required access speed to archived data, there seems to be no major advantage in merging the two systems.

Considering, that the general tendency so far for the NGAS system has been to store more data per CPU, NGAS might continue to become less and less interesting/suitable for processing purposes. I.e., for the PBQS, the target HW goes in a different direction than for the NGAS Nodes. For the NGAS Nodes, the objective is to reduce the price per storage unit (price/GB) as much as possible, whereas for the PBQS the intention is to provide ‘as many’ CPUs as possible (according to the limits imposed by the budget) with enough memory to do also more resource demanding processing. This would somehow drive up the price per GB for the long-term data storage system.

Implementing a strict scheme to ensure that data is processed on the node where it is hosted, will most probably lead to a poor distribution of the processing activities and probably result in a lower processing throughput of the PLC.

The archive system is optimized for delivering data as efficient and fast as possible, not only for the purpose of processing data, but also for other clients requesting this, whereas the PLC is designed for processing data as fast as possible.

For the archive system it might be decided to use an archive system, based on a matrix of hard disk drives and a few masters, dedicated and optimized only for data retrieval. Such a system would not be suitable for hosting the services of the PLC. Going for a solution based on a tape archive or a jukebox with optical disks, makes the archive system even less attractive for processing purposes.

Going for a solution where the NGAS Cluster and PLC are decoupled, it should be considered carefully if the on-the-fly processing of the NGAS System can be utilized to move some of the load of the processing to the NGAS Nodes and to decrease the amount of data to be transferred.
ABREVIATIONS USED

The following abbreviations have been used in this document:

DFS:

Data Flow System.

DPPI:

Data Processing Plug-In.

HW:

Hardware.

JBOD:

Just a Bunch Of Disks.

NAS:

Network Attached Storage.
NGAS:
Next Generation Archive System.
NCU:

NGAS Central Unit.

NMU:

NGAS Master Unit.
PLC:

Pipeline Cluster.

PBQS:

Parallel Batch Queue System.

RAID(5):
Redundant Array of Independent Disks.
RDBMS:
Relational DataBase Management System.
REI:

Recipe Execution Infrastructure.
RMPW:
REI Master Pworker.

RPW:

REI Pworker.
SAN:

Storage Area Network.
SW:

Software.
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� The rule applied until now has been to achieve a ratio between CPU power (and memory) and disk space, such that the complete data volume per CPU, could be checksum computed within 24 hours for the purpose of checking data integrity.


� The concept of REI is built on so-called Master Command Handlers (Recipe Planners), which analyze command submitted to REI and take care of handling the internal scheduling within the REI system.
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