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INTRODUCTION

This document contains questions related to the usage of the ADAS/pro_trieve in connection with the interfacing of this with NGAS. In the following references to the tape library (ADAS/pro_trieve) is given as "TL".
The questions in this document have been derived from the document issued by Kayer-Threde (KT) (“The pro_trieve Interface”, [REF1]) and from discussions with KT and internal discussions at ESO among the people involved. Maybe some of the issues have been discussed, but it is desirable to be completely sure about the interface before starting developing the interface SW.
We would kindly ask KT to fill in the answer marked below with “ANSWER: .”. This is highlighted to ensure no questions are forgotten.  
Q1: Input/Output Staging Areas
On the front-end NGAS nodes, interfacing NGAS to the TL, is it reasonable to have the following directories (exported from the TL fronend node):
/NGAS/data/in
/NGAS/data/out
/NGAS/data/request
- to handle input and output data (the purpose of these directories speaks for themselves)?
ANSWER: .  

Q2: Data Ingestion, Label File
When ingesting a file into the TL, should then first the data file be dumped in the Input Area and subsequently the Label File?
ANSWER: .  

Is this an example of a valid Label File in our case:

[LABELFILE]
labelfile_version | 2.0
[CONTEXT]

top_level | SAS

[ARCHIVE_OBJECT]

object | SAS
origin_date | 18.01.2006 13:23:12 | 18.01.2006 13:23:12

global_key | UVES.2005-12-08T11:24:36.612___1

[ARCHIVE_OBJECT_ATTRIBUTES]

filename | /NGAS/data/in/UVES.2005-12-08T11:24:36.612.fits.Z
?

ANSWER: .  

Would a reasonable name for this Label File be “UVES.2005-12-08T11:24:36.612.lab” (complete “/NGAS/data/in/UVES.2005-12-08T11:24:36.612.lab”)?

ANSWER: .  

What is this “SAS” referred to in [REF1]? Could/should it be “NGAS”?
ANSWER: .  

Why are there two dates in connection with the “origin_date” field?

ANSWER: .  

For “global_key”: In NGAS we have the concept of File Version. Would it be possible to build the global key as follows: “<NGAS File ID>___<NGAS File Version>”  (cancatenated with three (3) underscore characters) to obtain a simple 1:1 mapping between the TL and NGAS, to keep the File Version?

ANSWER: .  

Q3: Data Ingestion, Status File (SUCCESS)
The status file generated by the TL as receipt upon successful ingestion of a file, i.e. “<Basename>.lab.OK”, will have the following name from the example above:

/NGAS/data/in/.usr/UVES.2005-12-08T11:24:36.612.lab.OK
?
ANSWER: .  
Why does this file have a capitalized extension (“.OK”) as opposed to other files (e.g. “.lab”, “.req”)?

ANSWER: .    
Could you please provide an example of such a receipt file?
ANSWER: .  

Could you please provide an example of such a receipt file for a failing request and the formal definition (BNF)?

ANSWER: .  
Q4: Data Ingestion, Status File (FAILURE)

The status file generated by the TL as receipt upon a failing ingestion of a file, i.e. “<Basename>.lab.ERR”, will have the following name from the example above:

/NGAS/data/in/.usr/UVES.2005-12-08T11:24:36.612.lab.ERR

?

ANSWER: .    
Why does this file have a capitalized extension (“.ERR”) as opposed to other files (e.g. “.lab”, “.req”)?

ANSWER: .    
Could you please provide an example of such a receipt file for a failing request and the formal definition (BNF)?

ANSWER: .  
Q5: Data Retrieval, Request File
Is the following a valid request file to request the file from the above example (exact format/contents – no other info needed?):
global_key | UVES.2005-12-08T11:24:36.612___1

link_name | UVES.2005-12-08T11:24:36.612.fits.Z
?

ANSWER: .    
Will the name of the retrieve request have the following name (example):

/NGAS/data/request/UVES.2005-12-08T11:24:36.612.fits.Z.req
Will the requested file be available under the following name (in case of a successful retrieval):

/NGAS/data/out/UVES.2005-12-08T11:24:36.612.fits.Z
?

ANSWER: .    
If retrieving the file fails, will the error message be contained in a file with the name (from the example above):

/NGAS/data/out/UVES.2005-12-08T11:24:36.612.fits.Z.ERR
?

ANSWER: .    
Can you provide an example of such an error message?

ANSWER: .    
Can you provide the formal definition of this (BNF)?

ANSWER: .    

Are there different error codes/messages? If yes, can you provide a list?

ANSWER: .    

What would be an appropriate timeout to wait for a request for a single file (worst-case)?

ANSWER: .    
Q6: Data Retrieval/Checking Period
How long is the delay before the pending requests are collected?
ANSWER: .    
Is it possible to trigger the handling of these requests explicitly?

ANSWER: .    
Q7: Output Staging Area
How long time do requested files stay in the Output Staging Area?
ANSWER: .    

To check if a file is already in the Output Staging Area, is it enough to check that the file, under the request name as used by us (e.g. “/NGAS/data/out/UVES.2005-12-08T11:24:36.612.fits.Z”), is found in the output area?

ANSWER: .    

Is it possible to specify to keep such already delivered files for given time or to lock it temporarily? I.e., during the retrieve procedure, it will first be checked if the file is already in the output area. If yes that will be returned. I don’t want that the TL erases the file immediately after it has been checked if it is there and before sending it or deleted while returning it, if possible to interfere during this phase (latter probably handled by Linux)?

ANSWER: .    

Does the TL ensure that the Output Staging Area does not get saturated (no more disk space)?

ANSWER: .    
Q8: Requesting Multiple File (File Sets)
To be able to restore entire volumes in the Primary Archive, we need an efficient way to retrieve a set of files (consisting of maybe 100s of 1000s of files).

Is it possible to specify all files in one Request File or should single Request Files (one per file) be generated?
ANSWER: .    

Can it be ensured that a request for multiple files, automatically is executed as efficient as possible? I.e., that all files within the request, which are stored on one tape, are retrieved by inserting the tape only once?
ANSWER: .    

Are all available tape drives automatically used to handle the file requests (in parallel)?

ANSWER: .    

Can we poll the Output Staging Area and pick up delivered files during the handling of the request for multiple files?

ANSWER: .    

Executing such big requests, is it ensured that the Output Staging Area does not gets saturated during the handling?

ANSWER: .    
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