VLT-TRE-UNI-17440-0004

FINAL REPORT
ESO Contract: 47724/ VLT /96/6384/MST

Feasibility study of seeing prevision using the

MESO-NH meteorological model

DECEMBER . 1997
E. Masciadri *, J. Vernin *

P. Bougeault **

* U.M.R. 6525 Astrophysique, Université de Nice - Sophia Antipolis, Parc

Valrose, 06108 Nice Cedex 2, France

** Centre National de Recherches Meteorologiques,

42, Av. G. Coriolis, 31057 Toulouse, France

40

.

7
7




Contents

1

3

(514

Introduction

1.1 Seeing forecast: a challenge for a modern ground-based astronomy . .
1.2 Feasibility study . . . . . . ..o oo oo
1.3 Simulation principle . . . . .. ..o o

MESO-NH characteristics

2.1 Qeneral characteristics . . . . . . .. . o oL L
2.2 Dynamical turbulence parameterization . . . . . .. ...
2.3 Optical turbulence parameterization. . . . . . .. ... .. ... ...
2.4 Optical turbulence code for Astronomy . .. . .. ... ... ... ..
2.5 Technical informations . . . . . . . .. oo

MESO-NH simulation

3.1 Pre-processing products . . . . ... oL o000
3.1.1  Orographicmodel . . . .. ... . oo
3.1.2  ECMWF analysis and Antofagasta radiosoundings . . . . . . .
3.1.3  Initialization criterion . . . . ... oo o oL
3.1.4  Spatio-temporal x,y,z,t iniflalization. . . . . ...
3.1.5 Radiosounding reliability . . . . . ... ... .00
3.2 Output products . . . . ..o
3.2.1  Implementation of new astronomical parameters . . . . . . . .
3.2.2 Numericoutputs . . . .. .. ..o
3.2.3 Graphicoutpubs . . . . . . .. .o o
Simulated nights
4,1 Nights selection . . . ... .. . o oo
4.2 Analysis of PARSCA93 campaign . . . . . .. .. ...
4.3 Statistical analysis Scidar/Meso-Nh . ... ..o o000 000
43.1 Method A © . . ..
4.32 Method B .. . . Lo
4.3.3  Sigaification of statistical estimators . . . . .. ... ... ..
4.3.4  Simulations calibration . . . ... o000
Discussion
5.1 Statistical reliability . . . .. oo oo oo
5.2 Adaptation time . . ... o Lo Lo
5.3 Radiative transfer contribution . . . .. ... ..o 0L
5.4 Optimization of the ECMWI® product utilization . . .. .. ... ..
55 Simulation price . . . . ..o

Conclusions and Perspectives

ACKNOWLEDGMENTS

10
1L

11
11
12

15

16

16
16
16
17
19
19
20
24
2]
22
23

23
23
23
24
26
26
27
28

28
29
30
30
30
31

32

34



in the Messanger of June 1996, A. Renzini in the article "The
Early Universe with the VLI wrote:

? . a large variety of observalional capability is required lo make progress
in observational cosmology... ...and VLT instrumentation plan offers, in
fact, the needed diversification. However, the eaplosion we are now wilness-
ing thanks primarly to HST and Keck can only eccelerate further as more
8-10 class telescopes come inlo line. Hence, tuning becomes essential. With
progress being so fast, maintening the schedule and deploying focal instru-
ments in the shorlest possible time is « top project....”

In the Messanger of December 1995, R. Giacconi Director Gen-
eral of ESO wrote in the editorial

? the construction of large lelescopes is a condilion necessary bul nol
sufficient Lo ensure the competitivity of Furopean astronomy. Il is uscless
to build large telescopes, if we don't use them effectively. This implies the
construction of forefront instrumentetion and is proper usc. A prope use

includes: strategics for lelescopes ulilizalion, ranging from tradilional modes
to service and remote observing; scheduling of observation (bolh long and
short term) o best utilize the seeing quelities of lhe site...”
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1  Introduction

1.1  Seeing forecast: a challenge for a modern ground-based
astronomy

One of the most important problems for the ground astronomy 1s the limiting reso-
Jution of the image imposed by the atmospheric turbulence in addition to the limit
imposed by the optical instrument. The large diameter of the new telescope gen-
eration increases the light collected by the instrument but it can not help fo get a
better spatial resolution in the image. The atmospheric turbulence modifies in a
stochastic way the amplitude and the phase of the incoming wavefront and the im-
ages appear degraded. Different parameters are used to characterize the turbulence
intensity in the atmosphere: the Iried’s parameter 7o, the seeing ¢, the C? profiles,
the outer scale £y, the isoplanetic angles 8, the speckle boiling tine 7, and the wave-
front coherence time 7.. ach ol these parameters have a relevance for particular
astronomical applications. The outer scale Lq, for example, is fundamental for the
Stellar Interferometry and, in general, for the large-ground-base Interferometry as
soon as the baseline is of the order or larger than £y. The isoplanetic angle 8 is a
critical parameter for the Adaptive Optics and the Laser Guide Star technic. The
seeing is universally used to characterize the image quality [4] and it is defined as the
width at the hall height of a star image at the focus of a large diameter telescope.
Actually, there are many reliable technie (divect and indirect) and instruments used
to measure the seeing. We recall the DIMM {1}, the SCIDAR][2],[3],[4] (optical mea-
surernents) and the instrumented balloons (in situ measurements). We knows that
these instruments are expensive, need a lot of mean-power, provide the relevant
parameter in only one site or one line of sight and have no predicting capability.
In order to overcome these restrictions, we propose to use a meteorological model
coupled with a set of equations which links optical turbulence and the air flow. In
the past, few attempis have been made in the study of seeing prevision but any
sxperimented technic gave, singularly, exhaustive results. The reasons of this lack
is principally due fo the difficulty of the problem. The seeing value is correlated to
meteorological parameters like the temperature, wind intensity and divection and to
geographycal parameters like the orography. The problem is that the spatial and
temporal fluctuation scales of the seeing are much smaller than the maximum reso-
lution attained by typical meteorological forecasts. This is the reason why we often
use the term “micro-meteorology” referring to the seeing or the optical turbulence
in general.

We summarize, here, some of the most significant approaches provided by the liter-
ature,

o STATISTICAL TECHNIC
A multiple regression technic (nearest-neighbor regression) was applied fo
Paranal and La Silla sites in [5]. This technic is not a true prediction but
rather a ‘nowcasting’. It tries to relate seeing measurements to meteorologi-
cal and environmental conditions al the same time or in the near past. This
techuic gives interesting results for 24-hours temperature lorecasting at ground
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and one can have a prediction error smaller than 0.5 Celsius in 62% of cases. I
the accuracy of prediction is relaxed to 2 Celsius, then a corrvect temperature
forecast is obtained in 85% of cases. Beside that we know [7] that a 2 Celsius
temperature difference between the telescope and the outside air is detrimental
for observations at all wavelengths (local seeing greater than 1 arcsec in the
visible). The main limit of this technic is that it can not forecast an abrupt
temperature shift of 2 to 6 degrees in 24 hours, which occurs about 15% of
the time at Paranal during the season studied. (89-90 Summer}. For what
concern the seeing nowcasting, the resulis obtained are interesting but some
limitations are quoted hereafter. It was calculated, for example, that some
particular combination of parameter values could give an estimation of ‘good’
seeing of about 93% but, on the other hand, the probability to have this par-
ticular combination is only 10%. Moreover, il we analyze how often one can
make any prediction,that is how many timues we have a set of meteorological
configurations happening more than 4 times (i.e statistical reliable data) we
find the following results at Paranal

Seasons | Ileal seeing nowcasting possibility (%)
Spring | 38.8
Summer | 46.5
Autumn | 43.8
Winter | 75.4

Table 1 Real seeing nowcasting probability (%) computed on the (1989-1991) period

[5]

and i we are interested only in the probability to find ‘geed’ seeing we have
the following results:

Seasons | Real seelng nowcasting possibility (%)
Spring | 12.5

Summer | 8.9

Autumn | 20.4

Winter | 32.2

Table 2: Real ‘good’ secing nowcasting probability (%) computed on the (1989-1991)
period [5]
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These results indicate that this technic can give an mnportant support to the
gestion of a modern telescope but it is not exhaustive.

o DYNAMICAL RECURRENT NEURAL NETWORKS TECHNIC

Dynamical recurrent neural networks were applied (o astronomy prevision [6].
The principle of artificial neural networks is hased on a great number of parallel
interaction that reach an auto-adaptation in a dynamic and interactive way
named ’apprentissage’. The advantage of dynamic recurrent neural networks
when compared to a static one is that the first has a sort of inside memory that
is the possibility to re-assimilate not only the recent data but also the data of
the past. This potential advantage is contrasted with the realistic limit caused
by a strong temporal discontinuity of the input data sequence. The results
obtained with the technic are not particula.ly encouraging as shown in the
Table.(3). The performances are simlar to the forecast by persistence technic
and clearly inferior to a nearest-neighbor technic.

Prediction errvor (o) <2 <1 <05
Best Nearest Neighbor 84% | T3% | 62%
Bes{ Newral Network TH% | 43% | 22%
Forecast by persistence [, = L,y | 63% | 36% | 19%

Table 3: 24-hour ahead statistical forecast of ground temperature at each hour of
the day: hit rate of nearest neighbor and neural network methods over 18000 ob-
servations corresponding to Summer 89-90 at Paranal. Nearest neighbor predictions
were carried out on a S-tuple set of the type (L1, tue2, Loes, Pa-1s Pa—z) |7]

o IMPIRICAL TECHNIC

Inn {8 the author analyses the relation between the seeing and the wind speed
blowing at 2006 hPPa (10km about). The author assumes that the more rapid
the wind at these altitude, the steeper the vertical wind gradient and thus the
stronger the turbulence throughout the whole atmosphere. A good statistical
correlation between the Vagonp, and the seeing was found at least in two ob-
servatories, Mauna Kea and La Silla [8]. The conclusion is that, statistically,
sub-arcsec seeing might be encountered when the Vagopp, 1s less than 20 m/sec.
A site located near the equator is, thus, potentially performant because the
wind at this latitude and altitude 1s particularly low.

e PHYSICAL MODEL TECHNIC
in [11] the authors proposed a new approach based on the measurements of
the outer scale of turbulence. They show that, from the knowledge of the
profile of the vertical gradient of the potential temperature, and assuming an
universal behavior of the outer scale versus altitude, it was possible to deduce
the vertical profile of the optical turbulence C'4. This model was first applied
to seeing prevision (9], {10]. The last authors found a good agreement from



a statistical point of view, between simultancous seeing measurements and
meteorological temperature balloon profiles but a poor correlation is noticed
for night to night comparisons.

A different approach was tested by VanZandt [12],[13]. In the absence of
any estimation of Lg, the authors developed a stochastic model based on a
statistical treabment of the atmospherical vertical fine structure’. It is well
known that the vertical structure of the temperature, wind and Cj varies
on scales as small as 25-50 m that are not detected by the usual technic.
The turbulence regime is describe by the Richardson number f2;, parameter
that expresses the balance between the dynamic unstable flows and the stable
shears. During the night time, the atmosphere is generally characterized by
stable conditions {1; > 1/4) and it is dificult to put into evidence dynamic
instability generating the typical fine layers strongly stratified in the horizontal
direction. The authors tried to represent the dynamic atmospheric balance
with a statistical function. Instead of using the deterministic function (f;),
they introduced a probability density function depending on the two unstable
and stable Tactors estimated on the basis of the known climatological data.
This model was first used for astronomical purpose by {14} and leads to a poor
correlation due to the lack of quantitative measurements of seeing at this time
and to the boundary layer turbulence.

METEOROLOGICAL MODELS

fn a pioneering article in this domain [15], the author invited to undertake
the way of the numerical modelisation. More recently, in [16], the authors
implemented the hydrostatic numerical model PERIDOT to forecast the seeing
ahove a Irench site (Mt. Lachens). The model had a 3 km x 3 km resolution
and it was supported by the French radiosounding network, enabling a good
initialization of the model. It gave satisfactory results but, anyway, some
limitations can be quoted:

1) The simulations bring a lot of information but many discrepancies are still
observed

2) The poor spatial correlation is probably due to a lack ol resolution of the
model

3} The model can discriminate between good and bad seeing but only on a
qualitative way. The model has not been applied yet to a high quality site.
The best sites in the word have a mean seeing value of [0.5 - 1] arcsec with a
very small fluctuation range of about [0.4 - 1.5} arcsec, Can numerical models
forecast such low values? Can they forecast seeing with such a high precision
to discriminate values in such a little range?

T our opinion, the above mentioned Himitations are due to the fact that these meteo-
rological models are hydrostatic models and they can make a significant error on the

small scale component of the vertical velocity. 1t is true that in the most cases, over
flat terrain, one can assume a pure horizontal flow (hydrostatic hypothesis). Good
observatories are generally installed on the top of high mountains and local effects
are expected since the horizontal flux hits steep slopes. At observatory altitudes,
ranging mainly between 2000 and 4000 meters, one can find strong winds that induce



lee waves close to the summit and gravity waves can be encountered at higher alti-
tudes, from say 5 to 15 km. It is known [17], [18], [20], [19] that optical turbulence is
triggered by phenomena such as lee waves, gravity waves, jet stream on wind shear.
Hemnce, it seems mandatory to us to discard the hydrostatic hypothesis and use non
hydrostatic equations in the predicting model. Furthermore, many authors already
noticed that most of the optical turbulence is concentrated in the boundary layer
(the first kilometer). In order to well modelize this ground turbulence one will have
to use both non-hydrostatic flow and fine Lhorizontal grid size.

Why we should be interesting in secing forecasting using a numeric lechnic?

SITE TESTING I'ind the best place to install the farge modern generation tele-
scopes (3 8 m) is fundamental to attain the best efficiency of a telescope. Beside
an accurate climatology, and a nowcasting technic[5], a numerical simulation modet
could be an useful tool for site testing.

FLEXIBLE SCHEDULING As one can deduce reading the extracts in the front
page of this report, the scientific potential of the new generation telescopes s mea-
sured not only by the performances ol the instruments placed at the focus of the
telescope but by their proper use. The optimization of the "observing time programs’
is mandatory to make competitive a telescope [21], [22],[7]. This justifies the interest
for the subject. If a very good seeing is predicted in the next hours, an optimized
management of the observatory might induce to place a High Angular Resolution
instrument instead of a photometric one. Beside that, we must admit that this is not
an easy goal: seeing measurements obtained during the past years campaigns show
an average temporal variability of the order of few hours. We intend to evaluate
il an optimized configuration of a numeric model could supply an help in nightly
programming of telescope observing time.

“GLOBAL” OPTICAL TURBULENCE CHARACTERIZATION With a
numerical techinic we could obtain, for a given time {g, 3-1) map of ALL the param-
eters characterizing the optical turbulence in a region around the telescope and we
could estimate their values along diflerent line of sight. This is the reason why it
should be better to talk about an ‘Optical Turbulence Forecast” instead of a simple
‘Seeing Forecast’.

1.2  Feasibility study

This document is the final report of the ESO-DA-CNRM coniract 47724 /VLT/96/
6384/ MS'T: ‘Seeing Prevision using the CNRM-LA Meso-Nh Meteorological Model
', the objective of which is to provide ESO with an assessment of the potential and
limitations of seeing prediction in the context of a flexible operation mode for the
VITL In order to verily the technical feasibility, we intend to compare the model
simulations with the optical measurements obtained during the PARSCAS93 cam-
paign al Paranal by the team of Nice University of J.Vernin and by M.Sarazin of
1550 {contract VLI-TRE-UNIL-17400-0001). During this campaign the sceing was
assessed and CF profiles also. These profiles will be, thus compared to profiles issued
by Meso-Nh profiles, To our knowledge, it is the first time thai such a detailed com-
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parison is intented. In a first phase of the study {23] we analyzed the most eflicient
configurations for an optimal exploitation of the numerical technic. Systernatic anal-
ysis has been made of two nights of data obtained during the PARSCAQS campaign,
comparing not only the seeing measurements, but also the CF, profiles taken [rom
the Scidar and from the Meso-Nh simulations. The seeing contributions from the
boundary layer (BL) and {from the free atmosphere (FA) were analyzed in order to
study the model sensitivity to orographic eflects. In the second phase we analyzed
some problems not yet solved during the first one, such as the model adaptation time
and the simulation duration, and we dedicated our efforts to a complete stafistical
analysis of the whole PARSCA93 campaign. We followed two different approaches
to better characterize the model precision and sensibility (Chapter 4). Seeing con-
tributions from the Bl. and the FA were computed for all the nights and at different
simulation time ranging from 1 to 4 hours. A linear regression law was applied,
after calibrating the model. Dillerent kinds of statistical estimators were applied to
study the efficiency of the numerical model. A final discussion is dedicated to the
interpretation of the results, Final recommendations about the opportunity to use
Meso-Nh model on an operational way will be given in order to fulfil the flexibie
scheduling requirements.

1.3  Simulation principle

The principle of simulation that we used is the following: We first initialize the
numerical model with orographically unperturbed meteorological data provided by
hoth Antofagasta station radiosoundings and ECMWI (European Center for Medinm
Weather Forecast) data analysis computed in the nearest grid point to the meteoro-
logical station. Both the station and the analysis grid point are located at north-west
of the Paranal mount. Knowing that the wind blows prevalently in NW-SE direc-
tion, we can reasonably consider that the atmosphere above the Antofagasta stafion
is unperturbed by orography. We consider, at the initial instant g, a constant distri-
bution of meteorological parameters over all the geographic suwrface analyzed by the
numerical model, Then we simulate a selected realistic conditions introducing the
orographic eflects. After a lapse of time, the system converges to a stable condition
or it oscillates around an equilibrium condition. We can finally compare simulation
results with optical measurements (realized with a SCIDAR and DIMM techniques)
related to a precise night, howr and for a selected time interval.

2 MESQO-INH characteristics

2.1 General characteristics

The Meso-Nh Atmospheric Simulation Systern can simulate the {ime evolution of
the atmospheric three dimensional motions ranging {rom the large meso-alpha scale
(100km) down to the typical microscale of the Large Bddy Simulation (LIS) models
{50m}. 1t can forecast several 31 meteorological variables: the three components
of the wind, the temperature, the moisture, the pressure and the turbulence kinetic
energy as detailed in Section 2.2, An optical turbulence scherne has been added later



and is sketched in Section 2.3 {seeing, '} profiles, isoplanetic angle and wavefront
coherence time)., Meso-Nh is a model [24] based on the Lipps and Hemler form of the
anelastic approximation. The principal characteristic of this approximation is that
all acoustic waves are filtered as in a standard hydrostatic model but nevertheless,
the model can represent accurately the gravity waves responsible of the buoyancy
dynamical instability in the atmosphere. The lee waves occurring downstream of
the mountain ranges and resulting in flow deceleration are particularly well simu-
Jated by this model. These waves can perturb the flow and increase the level of the
turbulence activity. We can deduce, so, that a high model resolution is a necessary
but not sufficient element to improve the low aimosphere simulation.

Only a non-hydrostatic model can solve the orographic effects in the turbulence de-
veloppement and obtain a correct estimation of the turbulent kinetic energy because
only such a model describes this physical phenomenum. The input data required by
the model are:

e a numerical terrain model with high spatial resolution.

e the ficlds of atmospheric variables known at a initial time 5. One can use
cither analyses provided by Meteorologic Centers or radiosoundings provided
by Meteorological Stations.

2.2 Dynamical turbulence parameterization

The basic dynamical equations of the model that allow to compute the time evolution
of the physical system are the conservation of momentum {equations of motion),
the first law of thermodynamics and the equations of dry-air-mass and moisture
conservation. The turbulence is among the physical processes that occur at scales
too small to be resolved by the model and so it must be correctly parameterized.
Although the model offers a choice of 3D turbulent schemes, we used a 11 mode
which takes into account the vertical turbulent flaxes only *. The method used to
describe the turbulence production is described in [16] and {25]. It relies on the
turbulence kinetic energy equation which takes the following forr in Meso-Nh [26]:

De W eV 10 e s
5} = w’u’(( i w’v’?-jg - ;5;{02{)])\/(%?) - {}.7%:— + fuw'8, (N

where the first and second term on the right hand side represent the shear produe-
tion , the third term the diflusion and the fourth term the dissipation contribution.
The last term is the buoyancy term: w' is the vertical wind Buctuations, ¢, the vir-
tnal potential temperature fluctuations and [ = Gf}: (g is the gravity acceleration).
The vertical fuxes of wind and temperature are parameterized [ollowing the eddy

diffusivity approach.
i =~ 2 @)
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"Phe turbulence scheme depends on the kind of mixing length definition selected. The C% can
be parameterized in the atmosphers using the BL (Bougeault-Lacarrere) mixing length which is
correlaled 1o the choice of a 11} turbulence schema.



Some differences are noticed when compared to [16] work. We underline only
the main one relevant to our application because it will introduce a modification in
the optical turbulence parameterization as shown in the next paragraph. The eddy
diffusivity is given by:

Koy, 2,0} = 016 LV eds(z, y, 2, ¢} (3)
where L, 1s a mixing length and ¢g{z,y, 2, 1) is an inverse turbulent Prandt num-
ber.
e 1. is the so called Bougeault-Lacarrere (BL89) [25] mixing length defined as
follows: af any level z in the atmosphere a parcel of air of given internal energy
e(z), can move upwards {l,,) and downwards ({gwn) before being stopped by
buoyancy forces. These distances are defined by:

Z'f‘lup

5% (()u (z)— 0, (;J)) dz = e(z) {4)

and

/ ;i (()U (,f) -0, (4)) dz = ¢(z) {(5)
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Bougeault and Lacarrere defined:

L= (leupidf(rtL'n)1/2 ((7‘)

o ¢y is a dimensionless function derived by [27]. Tt characterizes the thermal
and dynamic stability of the atmosphere and takes into account the spatial
variations of temperature and humidity. This is one of the element that permits
a parameterization of the model at different scales motion. Its 3D analytical
expression is given in {27]. 1t s a complex equation linked to the so called
"Redelsperger numbers’ {(dimensionless numbers characterizing the thermic and
dynamic stability). In a dry 1D option we have a simpler analytical expression:

H
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where ) = 0.139, and L is the mixing length.

2 . ey '
. Dehaves in a different way in a stable or unstable layer. In a very stable layer

the mixing length is nearly equivalent to the Deardofl length

) ¢

- PR Q2
T w90 (8)
by Gz
and so ¢g = 0.78. In a very unstable layer ¢ takes larger values and an upper

bound is set as ¢y = 2.2



2.3  Optical turbulence parameterization

The Meso-Nh model has been adapted to simulate the optical atmospheric furbu-
lence which is estimated by measuring the structure constant of the temperature
fluctuations following (28], {29] and [15]:

C3 = |.6gge™? (9)

where ¢g is the rate of temperature variance destruction by viscous processes and
¢ Is the rate of energy dissipation related to the turbulence characteristic length and
the energy by the Kolmogorov law
312

= (07
7 (10)

The g4 15 governed by the theory of the turbulent mixing of a conservative passive
additives. The potential temperature is a conservative parameter, that is it does not
change when the sample volume is shifted about the space and it is passive because it
does not affect the dynamic regime of the turbulence . This theory is based on the
analogy between the velocity fluctuations in a turbulent flow and the concentration
fluctuations of a conservative passive addifive # in a turbulent flow. It 15 hased
on a law that links the microscopic and the macroscopic physic parameters. The
progunostic equation of the potential temperature variance 02 in the turhulent energy
budget is [291:

9072 duw'0™ .m_()
= W el ey .
o1 Bz 5o €0 T eR (11)

where g4 is the molecular dissipation, ¢r the radiative dissipation. Knowing that

we can neglect the contributions from the triple correlations w062 and the radiative
dissipation we have

a0 .
R YO Vs 192
) 2’0 Pl {12}

The steady state balance equation for the rate of destruction of the vartance
leads to

= —2&1)’9’()0 {13)

dx
If we substitute (13) and (10) into (9} using the equations presented in the last
paragraph we obtain C% expressed as a {unction of macroscopic variables only

C2 = 0.58¢3 113 (ig) (14)

I
“

#The assumption that the Lemperature is passive is in general not true, since buoyancy forces
are associated with the temperature inhomogeneities. T spite of this, fer a given dynamical regime
of turbulence, which already takes inte account the action of the mean temperature profile, the
fuctuating part of the temperature can be considered to be passive. [20]



Finally, the structure constant of the refraction index is obtained by the Glad-

80-1076P\?
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2.4 Optical turbulence code for Astronomy

ston’s law:

If in the last years the seeing was the universal accepted parameter used to charac-
terize the site quality, today we know that, in order to reach the best performances of
the adaptive optics techniques the knowledge of some other parameters such as the
coherence wavelront time (740) and the isoplanetic angle (040) is fundamental . All
these parameters are related to the refractive index fluctuations which appear inside
the atmospheric t rhulent layers. We summarize, in the {ollowing, the parameters
which have been coded in the model. The Fried parameter rg is given by:

. ~3/5

o 2m 2 P | p
ro = |0.423 “;\“* ('"N (h) dh ( 16)

0
The seeing ¢ is defined as the width at the half height of a star image at the
focus of a large diameter telescope:

£ = (J.983\— (17)
o
where A is the optical wavelength. As others authors we choose A = 0.5 107%m
for this study.
We also coded the isoplanctic angle 0,40 [30], [31] defined as the maximum angular
separation of two stellar objects producing identical wavefronts at the telescope
entrance pupil

040 = 0312 (18)
hx0
where
- 375
j ."1.5/3(3}2\, (h)dh
hao = |2 = (19)
‘(f CE (h) dh
3

and the coherence wavelront time T40 [32)

a0 = 0,312 (20)
VA

where
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2.5 Technical informations

The model was designed and developed jointly by the CNRM (Centre Nationale
de la Recherches Meteorologique) and the Laboratoire d’Aerologie of Toulouse. It
is currently used to simulate ideal or real phenomiena. The time discretization is
entirely explicit following the ‘eap frog’ method. The source codes are written in
standard Fortran 90, the source file managemcnt is performed by the standard
UNIEX file manager SCCS, and the procedures are written in standard UNIX
Korn-Shell. To prepare and run a numerical simulation with the Meso-Nh model
one must manipulate some Unix seripts and use a specific set of procedures. The
main phases of a complete numerical experiment require a preparation of the simula-
tion running, the simulation itself, and a post-processing phase. These are described
in greater details in Annex 1. The model has been written in order to provide an
usufull research tool. It can be installed on other informatic stations (not necessary
a Cray station) and used by non commercial institutions for research purposes.

3 MESQO-NH simulation

3.1 Pre-processing products

The first step, in the nitialization phase, consists in selecting and formatting ra-
diosoundings and analysis data into the form needed by the Meso-Nh. The values
related to wind intensity and direction and temperature are introduced in a specific
namelist. We provided data [rom the {following sources:

o Codification of Antofagasta radiosoundings data (PARSCAS3, 13-26/5/93)
in the format requested by the numerical model namelist structure.

o Codification of BFOCMWI™ analysis data provided by the CRS4 center of Cagliari
(Italy) for the same periods in the same format.

o Codification of physical simulation characteristics in the initialization name
Jists. (terrain roughness, sea temperature, vertical model logarithmic resolu-
tion, minimum kinetic energy).

3.1.1 Orographic model

The physiographic fields are implemented on the Meso-Nh physiographic grid using
a specific procedure. With the help of a namelist the user enters the altitude values
ol the orographic model (digitized values on a rectangular matrix), the geographic
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coordinates of the entire surface to be analyzed and the Meso-Nh horizontal resolu-
tion. A system procedure produces a binary file containing alt of this information.
The resulting physiographic fields, named PGD files, are stored on the Cray90.

Low resolution terrain model from GLOBE - 2000 m x 2000 m At the
beginning of this contract, in order to learn how to use the Meso-Nh model, we used
a PGD file extracted from GLOBE, covering a surface of 120 &m x 120 ko with an
orographic resolution of 5 km and a Meso-Nh resolution of 2 km. The surface was
centered on the Paranal mountain {70.40 W,24.61 S). Too low turbulence levels
were found using this model because the geographical position of Paranal was not
well represented {Fig(1}) and the mountain height was lower than the real value due
to sampling effect.

High resolution terrain model from contour map of Northern Chile -
500 m x 500 m  As forescen in the study contract, a higher resolution orographic
model (500 m x 500 m) was provided by the DA (Departement d’Astrophysique) in
Nice . ESO provided contour maps of the orography within a 50 km radius around
the Paranal site, with a scale of 1:250 000 , to be digitized under the responsibility of
DA. A copy of the digitized file was delivered to ESO on magnetic tape in December
96. We produced, starting from this file, a set of different PGD files. In Table(21)
we summarize the characteristics of the different files. In Fig(2), Fig(3) and Fig(4)
we display the 2D map of the orographic model related to some of these files. As
can be observed in Table(21), the last two files correspond to a reduced portion of
the total available surface, while still preserving the general geographic structure of
the region: a seaside surface to the west, a sharp mountain chain along the Chilean
coast, a broad mountainous region which ncludes the peak of Paranal and a few
higher mountains to the east of Paranal. To reduce the simulation computing tune,
we decided to use the latter two PGD files (PGDANDESY, PGDANDESIO, see
Table(21}) to make the final tests.

3.1.2 ECMWTF analysis and Antofagasta radiosoundings

In order to summarize the global campalgn characteristics we found helpful to pre-
pare Table(22) and Table(23). Wind direction and amplitude, corresponding to
four different pressure height levels, is described with arrows. The 200 mb pressure
corresponds to the upper levels of the atmosphere (about 12km), 1.e. the free atmo-
sphere, whereas the 850 mb pressure corresponds to low levels influenced by heat
energy transfer and orographic effects. We recall that the atmospheric pressure at
the top of Paranal mountain is about 740 mb. We show measurements of Antofa-
gasta radiosoundings at 12:00 U.T. and BCMWI analysis at 00:00 U.T., 06:00 U.'T.,
12:00 U.T. and 18:00 U.T.. In the second column we provide the mean sceing values
of the corresponding nights measured by the SCIDAR. First, we note the lack of
soundings on 20, 21, 22 and 24 of May. Radiosoundings were available only at 12:00
U.T. The Antofagasta station provides observations only once a day, instead of twice
as usual in the standard procedure {12:00 U.F. and 00:00 U.T.}. This can constitute
a problem for the initialization phase of the Meso-Nh model. At 12:00 U.T. we are
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at about two hours after the end of the night at Antolagasta station, i.e. the second
part of the night as seen in Fig.(5). Throughout the whole campaign, the Scidar
observations took place in the first part of the night that is between 60:00 U.T. and
$5:30 U.T". corresponding to the unique double star available. This means that we do
not have radiosoundings taken when the Scidar was operated. To make a simulation
at 02:00 U.T., for example, we would need to make a termporal extrapolation of the
initialization data. On the other hand, a large quantity of meteorological LCMWI
data is available.

We now analyze more deeply the guality of radiosoundings and analysis data. This
is an important aspect of the simulation procedure because initial conditions of low
quality may produce erroneous simulation results, BFOMWI analysis on (70.31 W,
23.62 5) grid point and radiosoundings from Antolagasta station (70.43 W, 23.43
S) were provided by ESO. In order to derive a better estimation of the differences
between the radiosoundings and the ECMWI analysis data we produced the ema-
grams related to the two cases. An emagram is a thermodynamical diagram used
for the graphical description of the atmosphere state. The MIESO-NII model post-
processing procedure can be used to output emagrams. As an example, in '1g.(9) we
show, for the 26/5/93, the radiosoundings emagram at 12:00 U.T. and in Iig.(10)
the analysis emagrams at the same hour. The pressure is reported on the y coordi-
nates. The isothermic lines are inclined at 45 degrees and have a hinear scale and
the adiabatic lines are represented by dashed, bent, transverse lines.

These figures represent just two sample taken from our data, but after a com-
plete analysis of the total campalgn emagrams, we can make the following general
remarks. The radiosounding temperature profile resolution is better than that pro-
vided by meteorological analysis. Moreover, the thermal inversion of low slabs is
not detected in the analysis data whereas it appears in the radiosoundings. The
temperature profiles given by radiosoundings in the higher layers do not reproduce
the typical thermal inversion above the tropopause (at around 150 mb). A possible
explanation of the low vertical resoiution of the analysis data is that they are cal-
culated at only 15 levels, this fact introduces an important averaging effect.
Another important aspect to consider in the context of the analysis quality is that, in
the Paranal region, analysis data are strongly correlated to Antolagasta radiosound-
ing quality. In fact, to obtain the analysis data, the meteorological exploitation cen-
ters {ECMWE or SCEM of Meteo France) use algorithms which interpolate available
data such as radiosoundings, satellite and aircraft observations. In the interpolation
process {see Annex 2), cach observation data type is weighted with a varying factor
related to the distance between the chosen grid point and the coordinate of the true
observation and also to the quality of the observations. From our knowledge, the
radiosounding measurements are the most rebable, and many problems are encoun-
tered by the Meteorological Centers when exploiting satellite observations. Clearly,
the influence of ohservation measurement on the analysis 1s proportional to the dis-
tance between the grid point analyzed and the location of the observation. In the
assimilation cycle of Arpege model by Meteo France, for example, the interpolation
algorithm is based on a [inite number of observations belonging to a cirenlar surface
with a radius of about 1000 km centered on the chiosen grid point [33] . In this chilean
repion the density of radiosounding stations is low, the nearest meteorological station
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to Antolagasta being Quintero (71.53 W, 32.78 5) 920 ki south to Antofagasta. We
can suppose that the influence of Quintero measurements on the analysis of a grid
point at only 20 km about {rom Antolagasta will not be significant even if all obser-
vations are considered in the assimilation cycle, Thus, the analysis rely strongly on
the Antofagasta radiosoundings quality, and, as mentioned above, the temperature
profile given by the analysis has a lower vertical resolution than that obtained by
radiosoundings, due to a low spatial {vertical} and temporal resolution interpolation
effect. On the other hand, as can be observed in Table(22) and Table(23), the in-
tensity and wind directions, taken from radiosoundings and analysis at 12:00 U.'T.
are well correlated. We can find confirmation of these assessments in the conclu-
sions quoted in the “Feasibility study of Meteorological prediction model for £SO
observatories in Chile” - ESO contract number: VLT/TRE/CRS/174430002 final
CRS4 report Ifig.(24) and Fig.(11). Few discrepancies are found especially at low
atmospheric levels.

3.1.83 Initialization criterion

What is the influence of erroneus measurements in radiosoundings and analysis on
optical turbulence (2 profiles? In Fig.(12) and in Fig.(13) are reported the C'%
profiles simulated over the Paranal mountain using the radiosounding (12:00 U.T.)
and the analyses (00:00 U.T.} on 25/5 night. The radiosounding is associated to a
stronger turbulence level than the analysis. One can observe that the C'% deduced
from the radiosounding gives low turbulence at high atmospheric levels due to the
missing thermic inversion above the tropopause. How to choose the best initializa-
tion criterion ? The model must be fed by wind and temperature profiles which best
represent the atmospheric behavior at this latitude, in term of thermodynamic equi-
librium. Ior this reason, considering the poor quality of analysis data we had, we
thought that the best solution was to mix both the radiosoundings and the analyses:

We used the radiosounding temperature profile between 1000 mdb and
150 mb and the analysis above 150 mb.

In Fig.(14) we show the result of such a mixing between radiosounding and analy-
sis. In this way, we hope to preserve the best vertical resolution of the information.
Knowing that the orographic effects are particularly sensitive to the wind, we used
in the low part of the atmosphere (1000 mb — 750 mb), the analysis wind direction
and intensity at 00:00 U.T., that is the nearest temporal wind data in this region
of the atmosphere. In Fig.(15) one can observe the simulated €% profile obtained
with these corrections.

In Annex 4 we report a summary of the meteorological parameters (T, P, U) used
for the all night simulations.

3.1.4 Spatio-temporal x,y,z,t initialization

Simulation time
Before starting the analysis of the whole PARSCA93 campaign we performed
a test on the simulation time necessary to adapt the flow to the orography and to
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converge to a steady state. At the end of the first phase of this feasibility study the
model never attained stationary conditions after 130 min simulation time. We thus
decided to make longer simulations. In Fig.(16) and Fig.(17) the seeing evolution
time over the Paranal is represented. In Fig.(16), after about 1 hour, the secing
is oscillating around ifts mean value (0.7 aresec). On the contrary, in Fig.(17), the
seeing seems stable and, suddenly, increases to up 2 arcsec after 9000 and 14000 sec,
with a more chaotic trend. Oun this night, the strong degradation of the seeing is
associated to the apparition of a turbulent layer at 4 km as one can see on Fig.(18).
‘T'liis 1s why the comparison between Scidar and the model was so poor after the first
phase report. The seeing ratio between the best and the worst night for the Scidar
measurements is
€16

(—)scr = 3.6 (22)

€35

After 1% 30 min (first phase report), the same ratio for the model was 1.35,
but after 4" simulation it rises to 3.8 very close to the Scidar measurements (as
one can deduce from Table(7) and Table(12)). This correct discrimination, made
by the model, of the turbulent energetic rate between the best and the worst nights
attests a good sensitivity of the model and, for this reason, we decided to make 4"
simulation for all the nights.

Sampling time

We used, for the all simulations, a sampling time 3= 2.5 sec, found to be neces-
sary to make correct simulations.

Horizontal resolution and range

We used the PGDANDISY orographic binary file. As indicated in the Table(21)
we analyzed 60 x 20 km around the Paranal mountain with an horizontal resolution
of 500 m.

Vertical resolution and range

The vertical resolution used is the following:

50 m for the first vertical mesh

e between the heights of 50 m and 3 km, logarithmic intervals are used (30%
stretching), the last corresponding to a resolution of 600 m

e hetween 3 km and 20 km we used a constant value of 600 m

The choice of logarithmic stretching for the lower grid points was made to save
computing time, preserving maximum resolution where the effects of orography are
the most important and the development of turbulent eddies is the most eflicient.
The atmosphere is thus sampled on 40 levels with vertical resolution ranging from
50 near the ground to 600 m at high altitude.

3.1.5 Radiosounding reliability

In Section 3.1.2 we described the initialization criterion applied to initialize the
modei for the analysis of the whole PARSCA93. After analyzing the whole campaign
we concluded that, in two occasions, an unrealistic radiosounding temperature profile



caused the generation of numerical instabiiities. In IMig(19) we show the seeing time
evolution over the Paranal during the 26/5/93 night. The seeing fluctuation is
characterized by a precise high frequency (=5 Hz) oscillation which has nothing
to do with experimental seeing measurements performed yet. The seeing never
reduced (o a single frequency but, on the contrary, it is represented by a broad
hand frequency range [35]. A precise analysis of the simulation outputs of this night
reveals the presence of a great production of dynamic turbulence triggered in a region
of dynamic stability close to equilibrivm (52 ~ 0) extending over many hundred of
meters. In Fig.(20) we show the 0 profile at the initial time t=0. In Fig(21), Fig(22)
and Fig(23) are represented a vertical section ol the potential temperature, the
vertical wind fluctuations and the turbulent kinetic energy after 30 min. In Fig(24)
is reported the vertical profile of the Richardson number at the same time. At 10 km
a negative value of the Richardson number stresses the developpement of dynamic
turbulence, as seen in Fig.(23), generated by the gravity waves well visualized by
the periodicity of the vertical wind Juctuations shown in Fig.(22).

Consequently the secing is oscillating periodically as it is clearly visible in both
vertical and horizontal sections obtained after 30 min S.T. shown in Iig(25) and
section of seeing presented in lig.(25) and that obtained after a 1/4 of the numerical
fluctuation period. Comparing the two vertical sections, it is evident that minima
and maxima are shifted by a 1/4 of period, which attests the horizontal deplacement
of the turbulent structure at 10 km.

To our knowledge a dynamic instability extending over some hundreds meters in
the atmosphere has never been observed. We replaced, so, the radiosounding profile
by the analysis one between 7.2 and 12 km and we started another simulation. As
it is visible in IMig.(28), no oscillation is present. This clearly demonstrates thaf
Antofagasta radiosounding might he partially wrong. As we told previously {or two
nights (26/5 and 13/5) the model generated numeric instabilities and the simulatlon
outputs were rejected. We intend to give, now, a detail analysis of the numeric
instabilities sources that affected the 13/5 night. In Ifig.(29) one can observe the
seeing time evolution over the Paranal mountain related to the 13/5 night. After
200 sec the model generated a dynamic instability caused by the presence of a null
gradient ( Q;Q ~ 0) of the potential temperature at 10.5 km as seen in Fig.(30). The
presence of a strong wind gradient Fig.(31), coupled with alow potential temperature
gradient induces a Richardson number B; < 0.25 at this altitude as seen on Fig.(32).

This is the origin of the development of an important C layer at 10.5 km (I7ig.(33)).

In Fig.(34) we report the initialization radiosounding. One can nofe an extended
region where %f— ~ 0 {absolute temperature parallel to the adiabatic lines) at about
10 k. ‘This attests the hypothesis that a poor quality radiosounding might originate
numeric instability.

3.2 Output products
3.2.1 Implementation of new astronomical parameters

During this feasibility study we added other fundamental astronomical parameters
such as:



e the Richardson number: RICH

a9
. g e ac
R= =P (23)
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e the Wind intensity: MODVIT

]

the Wavefront coherence time: CHT (Section 2.4)

@

the Isoplanatic angle: 15O (Section 2.4)

3.2.2 Numeric outputs

For each night, we provide the following numerical outputs of meteorological and
astronomical parameters at 30main time intervals over a complete 4% simulation:
West-East cut of integrated values over 80 grid points centered over the
Paranal mountain

s Seeing
o [soplanctic angle
o Wavelront coherence time

West-East cut of wind intensity over 80 grid points centered over the
Paranal mountain

¢ Wind intensity

Vertical profiles over the following grid points: Sea-(5,19), Coast-
(36,19), Paranal-(61,19)

e CN2

e PPotential temperature: TH'T
e Zonal wind: UT

e Meridian wind: VT

e Wind intensity: MOD-VI'T
e Richardson number: RICH
e Mixing length: LM

e ‘Turbulent kinetic energy: TICKT

v
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e Redelsperger number: PHI3

The numeric values are stored into files named dddin00m.dat and ddd0n00mh.dat.
dd means the day, n and m are integers used to identify different simulations.
In the first kind of files are reported the vertical profile of the all variables
reported in the previuosly lines and the integrated values over 80 grid points
centered over the Paranal mountain. In the second kind of files is reported the
wind infensity over 80 grid points centerd over the same point.

For each simulation we recorded the seeing time evolution above the coast (36,16),
and above the Paranal mountain (61,19). These values are issued during the simu-
lation. This code modification allows a good sampling of the seeing (1, = 2.5 sec).
The numeric values are recorded in files sddp.dat and sdde.dat.

Geographic location | Grid Poing | Iile name
Paranal (61,19) sddp.dat
Coast (36,16) sddc.dat

Table 4: Data file names. dd refers to the day

3.2.3 Graphic outputs

For each night analyzed, we report Fig.(35-42) an horizontal seeing map centered
above the Paranal region.

4 Simulated nights

4.1 Nights selection

On the whole PARSCA93 campaign only eight nights among 14 have heen selected.
During the nights of 20/5, 21/5, 22/5 and 24/5 the Antolagasta Station did not
provide any radiosounding. Nights of 13/5 and the 26/5 have been discarded because
they give rise to numeric instabilities. The nights finally selected were the 14, 15,
16, 17, 18, 19, 23 and 25 May 1993. One can find, at the end of this report, all the
meteorological parameters nsed to initialize the model at cach night.

4.2  Analysis of PARSCAS93 campaign

To make a complete campalgn analysis we used two different approach to discuss
simulations results. First, we analyzed the seeing evolution over a 4" period with a
2.5 sce time step, as seen in Fig.(43) to [ig.(50). Four simulation hours are reported
sampled using one time step (4, = 2.5sec).

Then, in order to realize a better estimation of the model reponse we analyzed the C%
profiles simulated at 30 min, 1%, 2%, 3%, 4" interval time. Irom: Fig.(51) to Fig.(58)



we report, for each night, a comparison between the (% profiles provided after 4
simulation time and the C% profile measured by the Scidar. Not all the simulated
profiles reproduce correctly the optical turbulence distribution in the atmosphere.
We intend, in the next paragraph, to give a detail analysis of the nights in which
some anomalies are present.

14/5 NIGHT: A strong turbulence production, not revealed by the Scidar
measurements, is observed in the first hundred meters. This turbulence in excess is
more likely caused by the initialization radiosounding of Iig.(59). One can observe
that, at ground level, the typical thermic inversion of the potential temperature at
these latitudes is not present. In Fig.(60) and Fig.(61) are reported the Richardson
number profiles at the time (=0 and t=4", One can remark the presence of an
instability region (I < 0.25) in the first bundred meters produced by the model.

15/5 NIGHT: The initialization radiosoun ling presents two regirn of near-
adiabacity at 400 and 300 mb Iig.(62). The vertical section of potential temperature
at t=0, selected along the west-east direction over the Paranal, presents, at the
same altitude, two unstable regions. Two important (% layers are produced by the
model at the first simulation time steps Fig.(63) and we can find them along the
4" simulation time interval. Comparing the Scidar and the simulated (%, proliles
Fig.(52), we deduce that probably these two layers are not realistic.

16/5 NIGHT: After 4" simulation interval time, a good correlation is found
between the Scidar measurements and the model simulations. It is well evident,
in this case, that the model is sensitive to orographic effects producing the right
turbulence rate at the ground level Fig.(53).

17/5 NIGHT: A good turbulence distribution is reproduced by the model
throughout the whole atmosphere.

18/5 NIGHT: A rather good spatial vertical distribution of the rate of turbu-
lence is produced by the model Fig.(55). One can remark a general underestimation
of the turbulence at the ground level,

19/5 NIGHT: A good turbulence distribution is reproduced by the model on
the whole atmosphere.

23/5 NIGHT: A turbulent layer is created by the model hetween 6000 and
7000 m after 4 h simulation. An important vertical wind fluctuations Iig.(64) and
a strong wind gradient Iig.(65) induce a dynamic turbulent regime in this region.

25 /5 NIGHT: A good spatial vertical distribution is reproduced by the mode].

Tn the Annex 3 we report tables summarizing the turbulence atmospheric state
(integrated (% and seeing values) related to each night.

4.3 Statistical analysis Scidar/Meso-INh

In order to test the capacity of the MESO-NH model to predict the seeing, we
assumed that the Scidar is a reference and we compared both seeings (Scidar and
Meso-Nh) during each selected night. We are confident in this assumption hecause
Scidar has been tested in many ways, in varions sites and compared with others
techniques such as DIMM and balloons. On Fig.(66) we plot the comparison of the
sceing given by the BSO-DIMM and retrieved from the Scidar during PARSCAY3
campaign. The mean seeing error between these two series of measurement is 0.15
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arcsec. The standard deviation between both techniques s 0.10 arcsecwhich gives
us a basis ol discussion for the Meso-Nh/Scidar comparison. We recall here that
the Scidar was working during 00:00 and 05:00 U.'T". and simulations are initialized
with radiosoundings taken at 12:00 U.T. In order to compare both techniques we
decided to average all the Scidar measurements available during each night. Since
we had no idea of the needed simulation time to achieve the best prediction we
considered all the predictions ranging between 30 min and 4 hours. We followed two
different approaches to make the statistical sirulations analysis. Being aware that
our statistical sample is poor (8 nights only) we tried fo extract the most complete
information with the available data using different technic. Ior both methods we
realized a linear regression it and we computed the foliowing statistical estimators:

e Correlation coefficient

Dy c

where x; and y; are the seeing estimated with Scidar and Meso-Nh

7

e Correlation coeflicient for centered variables

e TilEmDWmD) -
V) - )

This gives a more significant estimation of correlation because it is independent
from the mean values which are always positive, like seeing.

e Correlation coefficient estimation

To estimate the correlation coeflicient we computed the probability P that
two uncorrelated distributions of the analysed data give a correlation coeffi-
cient greater than that observed. Among the tests found in different statistical
hooks, we chose an algorithm adapted for a small number N of data. We con-
sidered the Student’s distribution *, denoted A{t]r) defined as the probability,
for v degrees of freedom, that a certain statistic t would be smaller than the
observed value if the mean were the same. The variable t 1s defined as

The probability P is defined as

P=1-A(tv) (27)

where v = N — 2

or a more complete definition of the Student’s fanction, we send the reader to Numerical
Recipes, Fortran version, pug. 169
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e Linear regression between Scidar measurements and Meso-Nh simulations.
We preferred the simplest linear adjustment y = axz, instead of y = b -+ «ax
because there is no reason to admit a systematic error in the simulation pro-
cedure,

o Standard deviation ¢ hetween Scidar measurements and the regression
straight line is compuied following

. 1 - :
= g - e (28)

4.3.1 Method A

We compare the seeing Scidar measurements with the Meso-Nh simulations above
Paranal each 2.5 sec. In order to have a better estimation of the correct adaptation
time, we compute cL]] the statistical parameters previously described averaging the
values over diflerent time intervals. Iir Table{25) we report the statistical results
obtained over 6 different time intervals over a complete 4" ST [17 — 28], [t — 3%,
2% 3P [ 4P, (28— 4] and finally [3% — 4%, The first 30 min are discarded
because after this time, as we shall explain in the following chapter, the model it
has not yet adapted to the terrain. This method has the advantage to give a good
temporal statistics but it does not give informations about the vertical structure.

4.3.2 Method B

As we are interested not only on seeing prediction but also in turbulent profile
prediction, for each night we compare the (3%, averaged profiles from the Scidar with
that obtained from the Meso-Nh output each 30 min. Doing so, we can obtain the
following double advantage: we can study the time C% profile evolution and we
have directly access to the optical turbulence evolution at all the model levels. We
splitted the atmosphere in two regions; for each night, we compute the contribution
provided by the boundary layer {BI.) defined here between ground level and 5 km
and the free atmosphere (IFA) above 5 km. The same splitting has been used for
both Scidar and Meso-Nh. As we are not completely confident in the ability of
the Scidar to measure the optical turbulence in the surface layer (first hundred of
meters) nor the Meso-Nh model, we used two sets of Meso-Nh output, with and
without the surface layer in order to evaluate the sensitivity of the numeric model
to the orographic effect. We thus defined a spp, a £p4 and a erop 1n the following

way
5000 35
eryr, = 5.30 - A1 f C}){J(h)(lh (29}
o 3/5
gpa = 530 4 ] (,.?;{;(h)dh {30}
HO00)



oo 3/5
Epgy = 5.30 - A0 /C?Rr(h)dh (31)

for A= 0.5-10"%m,

e B(I): x = 2676m, we take the vertical levels N [3 < N < 40] (without first
100 m)

We underline that the ground level is 2560 m and not 2600 m (true Paranal altitude)
for a clear average effect issued by the horizontal model resolution used.

The two slabs (Bl and FA) correspond also to different sensitivity of the Scidar,
This instrument 1s known to be much more sensitive to high altitude turbulence.
This second method B is less statistically defined than the first one A. We can
average, in fact, only 4 C% profiles for cach night related to the 1ho9h 3% and 4%
outputs, but we can analyze the model sensitivity on the first 100 . In Table(26)
and Table{27) are reported the statistical results for two different configurations. In
the first one B{l) we reject the first 100 m. In the second one B(I) we take into
account all the vertical levels, We estimated it was inportant to make this test
because we often found that, a large C% layer was produced by the model at this
low altitude. Af the moment we have no a priori reason fo reject or accept this
contribution because we know that the Scidar sensitivity at this altitude is poor
(only a Classic version of Scidar was employed during the PARSCA93 campaign).

4.3.3 Signification of statistical estimators

Having a small number of data, one needs to be careful with the interpretation
of the statistical analysis. The correlation coeflicient, in particular, requires some
comments.

e The correlation coefficient is a poor estimator for deciding whether one ob-
served correlation is statistically significant or not. The reason of this is that
r. tells how good is the fit to a straight line but ignoring of the individual
distribution x; and y;.

o 1f we know that a perfect correlation is 1 and no correlation is 0, there is
no universal criterion to discriminate between a good correlation coefficient
and a bad one. One of the possible criterion to diseriminate these values
is to compute the probability P that two uncorrelated distributions x; and
yi (belonging to the same parental distribution) give a correlation coeflicient
greater than that found. A large P means that 7 is poor, while a small P means
that 7. 1s good. A classic test, adapted for a small data number, (N < 20)
gives the results reported in the Tables(25) to (27). We know that, also in this
case, the threshold over which we can consider the correlation coefficient to be
bad is arbitrary.



We think, so, that the standard deviation of data [rom the linear regression line
might estimate in a complementary way, the data dispersion around the optimized
regression line. We report the values in Table(25)-(27). Finally, an alternative sta-
tistical estimator was applied. We considered a sample of random couple of points,
corresponding to random indipendent Scidar and Meso-Nh seeing. We assume val-
ues comprised in the interval [0.2-1.5] simulating the secing distribution between a
minimn and a maximum value. Assuming a uniform distribution of this sample,
we computed the standard deviation from the regression line obtained by the sam-
ple. This standard deviation represents a typical value for a couple of uncorrelated
serie of measurements, We obtained a mean value &, = 0.5 and a standard devia-
tion g, = ¢ = 0.02. Looking at the Tables{25) and (27) one can observe that the
standard deviations o for the total seeing epy, are 0.49 and 0.54 which correspond,
respectively, to 1o and 26™ of the random points distribuion.

4.5.4 Simulations calibration

[n both methods A and B we make a calibration of the Meso-Nh outputs using the
following procedure. We compute the mean value of Scidar secing measured {(es5¢y)
and the Meso-Nh simulated seeing {garnvp). All the simulated values are multiplied
by the calibration coeflicient o = é%{\—% belore doing any statistical analysis as
deseribed in method A and B.

5 Discussion
We intend to give now the results interpretation

e Using the method A {Table (25)), we can conclude that the temporal window
[2" — 3"] seems to give the best resuits following the criterion of the greatest
correlation coeflicient (r.= 0.29) . One can observe also that, for this time
interval, the probability I* that two uncorrelated distributions give a correla-
tion coeflicient greater than that found with the actual measurements, is the
smallest (PP = 049} so we conelude that this is the best interval on which we
can analyze the simulations. In Fig.(67) we report a graphic global analysis of
these data.

e Using method B (Table (26)-(27)), we can observe that when computed with-
out the first hundred meters a better correlation (r, = 0.33} is achieved than
with the first 100 m (rg== 0.20). The criterium of the minimum standard devi-
ation, leads to the opposite conclusion, l.e. the scattering computed with the
first 100 m (o = 0.50) is better than that obtained without the surface layer
{o = 0.54). So, we have no, at the moment, suflicient elements to be confident
or not in the surface layer prediction of Meso-Nh. In Mg (68)-{73) we report
a graphic global analysis of these data,

We want to underline that only the method B, having access to the C%, pro-
files, gives a correct estimation of the calibration coeflicient. As an example we
report for the night 19/5/93 in Fig.(77), I'ig.(78) and Fig.(79) the C% profiles



provided by Scidar and by Meso-Nh using three different calibration coeflicient
 as obtained using the method A and the method B with and without the
first 100 m. If we observe the higher part of the C% profiles, that is the part
less modified by the orographic effect but sensitive to the climatological noise,
we can deduce that the f = 4.48 gives the best fit with the Scidar.

e We discussed, untill now, the results {rom a global point of view, Can we
have a finer analysis aboul the estimation of the energy in the low and in the
high part of the atmosphere 7 Looking at the Fig.(69), (70), (72) and (73) it
is obvious that the correlation level, especially in the high part of the atmo-
sphere is weak. This fact is clearly attributed to a bad reliability level of the
Antofagasta radiosounding that penalizes the statistical analysis.

[n spite of this, we underline the {ollowing interesting result. In the analyzed
cases (with and without the first 100 m of atmosphere) the slope of the re-
gression line (after calibration) related to epy, and epy4 are of the same order
of magnitude. This means that the model sensitivity is good not only in the
lower part of the atmosphere, as we might expect, but in the higher part too.
A good (% profile reconstruction at these high altitude could be very interest-
ing for the scintillation rate, the isoplanetic angle and the wavelront coherence
time previsions; all of these parameters are very sensitive to this kind of tur-
bulence. In particular, the previsions performances of the wavelront coherence
time could be extremely positive. We know, that ils sensitivity grows up with
a 5/3 power of wind intensily. At these latitudes the jet stream wind can
reach 60 m/sec and it becomes a real discriminant parameter. Knowing that
the wind previsions at the synoptic scales are generally well reliable, this nu-
meric technic could give good forecasts.

To give an example of good model sensitivity at the high altitudes, we report
in Iig.(74} a comparison between the C% profile obtained by the model and
the balloons lannchied over th Paranal during the PARSCAY2 campaign. Any
systematic study has been realised on this campaign and we report this result
o give an idea of the model sensitivity at the high altitude.

e Another important conclusion that we can provide by this study is a confirma-
tion of the good geographic location of the Paranal site. In all the horizontal
seeing maps [Fig.(35-42}] it is clear that the Paranal is characterized by the
hest secing conditions and that 1% is sufliciently far from the chilean coast which
is characterized, on the contrary, by a high turbulence production rate. To give
an example of the different turbulence production budget over the coast and
the Paranal mount, we report in Fig.{75), the time seeing evolution (over 4%

ST,

5.1 Statistical reliability

In order to estimate the statistic reliability of our technic, we compared the statistical
estimators presented in the previously paragraph with those obtained by a simple
forecast by persistence method. In Iig.(76) is reported the graphic comparison
between the forecast by persistence method and the numeric one. Following the

29



criterion of the maximum correlation coefficient, the numerical method gives better
vresults: (romng > (Fe)persistence- On the contrary, following the criterion of the
minimum standard deviation, the forecast by persistence method gives better results:
Tpersistence < OpN#- Lhis apparent contradiction is attributed to the small number
of statistical points. In spite of this, it is important to remember that the conditions
are particularly favorable for the forecast by persistence. We limited our analysis
to only 15 nights during which we can identily two period Table(22} and Table(23)
characterized by a bad {8 = 0.97) and a better (8 = 0.57) seeing. The statistical
fluctuations around these mean values are not great. Under these conditions the
forecast by persistence method is particularly eflicient. The seeing computed over
long period would be presumably characterized by greater fluctuations. We can
expect that, under a more realistic condition, the forecast by persistence method
might give worse results.

5.2 Adaptation time

At the end of the first part of this feasibility study we concluded that the model
stability seemed dependent from the grid point (p.18). After 1730 min S.T. we never
observed an obvious convergence toward a stationary regime of the model. At the
end of the complete analysis we can make the following remarks:

e looking at the FFig.(43)-Fig.(50) we can affirm that the adaptation time to the
orography is never smaller than 30 min. This means that we shall not be able
to have a reliable prevision within a time simulation shorter than 30 min.

e in most of the cases the model fluctuates around a stationary mean value. The
model never diverges.

e the time window [2%-3"] seems to give the best results following two different
criteria: the correlation between the Scidar measurements and the Meso-Nh
simulations is maximurn and the standard deviation to the regression straight
line 1s minimum.

5.3 Radiative transfer contribution

Asg announced at the end of the first phase of this study we started a simulation tak-
ing into account the radiative transfer. In this way the model computes the thermic
vertical fluxes emitted by the ground during the night. I'or what concern the total
energy budget, this element is extremely important for a correct evaluation of the
nighttime atmospheric turbulence near the ground. In 17g.(80) is reported, as an
example, the seeing evolution over 4% S5/ during the 16/5 night. 1t is clear that
the radiative contribution is important in the global energy budget. We thus recom-
mend, in the future, to take into account systematic study using this configuration.

5.4 Optimization of the ECMWE product utilization

"l
4

One of the most important problems that we found using the ECMWI analysis is
that they do not show the thermic inversion of the lower fayer. One of the possible
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reason of this lack of information is due to the fact that the analysis grid point
is located a little bit inland (grid point ESO1=(76.32 W, 23.62 S)) Fig.(81} and
not above the ocean. We know that the ECMWLF analyses are computed using the
optimal interpolation algorithm (Annex 2), from the observed meteorological pa-
rameters. If the analyzed grid point is located above a mountain, the meteorological
parameters, refated to the altitudes comprised between the sea and the local level
are extrapolated by the hydrostatic law:

dp = —pgdz {32}
Ternperature is retrieved by the pressure by the:

Py y
=3 (33)

TP g

where

Ro =287J Kg™' K71, Cpe = 1005 J Kg~! K~ 'and ?& = 2/7.

[t is clear that the presence of the ground, and in particular of an high mountain,
prevents from a good temperature profile reconstruction in the first kilometer over
the sea. In order to verify if a better choice of the analysis grid point could give
better results for the thermic inversion at ground, we took the same kind of ECMWTE
analysis on 15 level over two other grid points far away above the sea. In Fig.(82)
and I'ig.(83) we reported the potential and absolute temperature profile versus the
altitude related to the three grid points 15501, BSO2 and ESO3. They are compared
to the radiosounding temperature profile measured at Antofagasta.

It is evident that, an analysis on a grid point above the sea far from the coast, gives
a better reconstruction of the thermical inversion than the radiosoundings.
Moreover, we know that the BECMWLE data base can deliver analyses computed on
31 tevels (BCMWIT - MARS catalogue - Meteorological Bulletin M32 - 22 December
95) which are however not systematically supplied to all clients. We think that, in
the perspective of an optimization of the simulation procedure, a hetter choice of
the initialization products provided by the KCMWI® should be done in the future.

5.5 Sunulation price

As we told in the introduction, one of the most important application of this feasi-
bility study is the flexible scheduling. The scientific challenge is to forecast a correct
optical turbulence distribution in {he atmosphere using an ‘optimal’ configuration.
Among the parameters that help to define the word ‘optimal’, one can not forget
the price of a simulation. As the ESO Director General told in his introductory talk
at the ESO Workshop ‘Forecasting Astronomical Observing Condilions, the coast
of a one night of operation of the observatory (about 100000 DM} gives the scale
for deciding the extent to which the astronomic community should push research in
modeling and prediction. In Table(84) we reported a summary of the price related
to different configurations tested during this study. The price reported in the last
column is related to the listing price of the Cray9000 (Meteo France) on September
1997. At this date, the price of a one CPU hour decreased from 771 DM to 200
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DM. On spring 1998 the Cray9000 will be replace by a Fujitsu VPP700. The
price of one CPU hour will be 114 DM and the model will be two time faster. We
can easily estimate, thus, a reduction of the initial price by a 18.5 factor. Beside
this, is it possible that, in the future, royalties for a commercial use of the model
will be imposed.

6 Conclusions and Perspectives

We intend fo summarize, here, the principal conclusion provided by this feasibility
study for a seeing forecast and to give a sketch of the possible developpements in
this research.

e We demonstrated that a simplified simulaiion principle gives real stic result:.
A non-hydrostatic model, well adapted $o put in evidence the orographic effects
on the developpement of the gravity waves, reproduces, as we might expect,
a seeing characterized by an extended region of a great turbulence production
over the chilean coast and by a general low turbulence levels over the Paranal
mountain site. This numerical technic could be thus efficiently used for the
site testing studies.

e We demonstrated that the model has a good sensitivity. It can discriminate,
i a correct quantitative way, the worst and the best seeing of the campaign
ranging within less than 1 arcsec.

e The turbulence rate simulated by the model is well estimated both in the low
and high part of the atmosphere. We remember briefly the turbulent layer
developed in the 16/5/93 night after 4 hours simulations time Fig.(53) and
the layer resolved by the model at 10 kim in the 25/3/92 night Fig.(74).

e The sensitivity to the orographic effect is proved. Turbulence at the ground
level is produced by the model. We remember the 16/5/93 night case. In the
actual configuration the model needs 4 h about to adapt itself to the terrain.

e T'he proved poor quality of the Antofagasta radiosoundings is the principal
cause of erroncous simulations obtained during few nights. In these cases,
unrealistic dynamic instabilities are produced by the model in the middle high
of the atmosphere. The Antofagasta radiosoundings have suflicient vertical
resolution but are not completely reliable, at least in the limited temporal
period analyzed {(only 8 nights). From a statistical point of view, we can not
affirm that this technic gives better results than the forecast by persistence
one bub it is important to make the following remarks:

— The sample analyzed is statistically poor

— A comparison with the forecast by persistence method might be signifi-
cant only on a longer period
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— The Antolagasta radiosoundings are not the only products supplied by the
Meteorologic Centers and others kinds of data could be analyzed. In the
previous chapter we suggested to use data provided by others catalogue
and extracted by grid points far away above the sea.

e We showed that, in order to calibrate the model it is necessary to retrieve
(% profiles and then the seeing. Using only integrated value, without the
knowledge of the vertical turbulence distribution one could attend to a wrong
estimation of the adaptation time for example. Moreover, one could overesti-
mate the turbulence in the high part of the atmosphere.

Finally we add that our feasibility study is well complementary to the ‘Feasi-

bility study of a meteorological prediciion model for ESO observatories in Chile” -
(46060/VLT/95/6952/GWI) one.
We read in the conclusions of this rapport that it is proved that the ECMWT prod-
ucts give a good ground temperature prevision. We proved that, to use a numerical
technic, it is not sufficient to well forecast the ground temperature. It is manda-
tory that the observed meteorological data over the whole atmosphere to be of good
quality.

For what concern the perspectives of such a study we underline the following:

e We intend to test, in the next {uture, the Meso-Nh model above the Spanish
site of the Canaries Islands at La Palma comparing simulations with the Sci-
dar measurements obtained during the campaign CAN9S that took place in
November 95 al the Roque de Los Muchachos Observatory. In this occasion,
the classic Scidar version, was modified in order {o have access {o the boundary
layer turbulence. We will have a more reliable measurements to compare to
the simulations. Morcover, we shall be able to initialize the model with Tener-
ife Meteo Station radiosoundings whose reliability is better than Antofagasta
ones. We shall dispose, finally, of a complete site measurements: balloons
UPT and C% profiles measured at the site, meteorologic ground measure-
ments provided by the local masts and seeing measurements provided by the
TAC (Instituto de Astrofisica de Canarias) made with a DIMM.

e We suggest, as explain in the previous chapter, a systematic study using the
radlative emission scheme.

e In order to obtain a more rapid model orographic adaptation, it could be
interesting to study the possibility to initialize the model with a not constant
mixing length.

e In order to better test the forecasting performance effliciency of the technic we
should use the forecast products of a meteorclogic center such as the BECMWI,
Only introducing new initial values in the model during a night every 6 hours
we could obtain a real seeing forecast.

e I'rom the point of view of the model optimization it could be interesting to
study:
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— the actual role of the ¢y function in the dynamic turbulence model pa-
rameterization for these kind of simulations.

~ the model sensitivity to different vertical sampling of the variable

e We should apply the Meso-Nh model to a wider set of observations to improve
the statistical meaning and to test the reliability of the technique.
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ANNEXT1: Simulation procedures

Pre-processing phase

Before making a simulation, the user must complete a particular namelist with
the radiosoundings or the analysis data required to initialize the model and must
provide the geophysical and geomelric parameters: surface dimensions, longitude
and latitude of the center of the defined surface, temperature distribution at ground
Jevel, temporal evolution of ground temperature, horizontal and vertical resolutions
{for the model, terrain roughness, sea temperature, boundary conditions as reported
in ['ig.(6). A standard procedure is then used to prepare a binary file containing
all this information which are then stored into the Cray computer to he used in the
real simulation process.

Simulation phase

To perform a simulation the model uses the file prepared in the pre-processing phase
together with further data which the user provides by micans of a second namelist.
This list defines, among other items, the following principal terms:

¢ the temporal duration of the complete simulation in the time domain of the
propagation model

e the time sampling interval within the tirne domain of the propagation model
(time step length). The value of this parameter is very important because
Meso-Nh is an explicit model,{that is the variables are computed starting from
the fast sampled time); a wrong time sampling can generate numerical spurious
waves. The time step length is related to the model mesh size and to the
maximum speed of the flow. 1t is defined by a stability analysis that leads to
a criterion of the limit time step which can be expressed as follows:

-1

Uy . Ny |cos (rAz/2H)|

Aimin = K" - -
T (SEsin(raz/2m))’

v (34)

where Al, s the limit time step leading to a stable integration, H is the
height of model top, Az and Az are respectively the horizontal and vertical
mesh intervals, Uy is the maximum flow speed and Ny is the Brunt-Vaisala
frequency. Some comments may be made about this stability analysis:

a) For weak mesh aspect ratio Az/Az, Al 1s quasi-independent of the do-
main height H (meso-y scale, that is small length scales)

b) For large mesh aspect ratio Ax/Az, Al depends on H (meso-a and
meso-4 scales, thaf is large length scales).

In practice, for all the configurations, a simpler law can be used. It has been
tested in many examples giving good resuits:



Az
Finally, we remember that Aty defines the number of computing unit needed
for a given simulation (Ex: a 30 min simulation with a time step of Al =
10sec needs 180 computing units).

Atmiu = (35)

& the activation of different physical parameterization coded in the model such
as: the type of physical turbulence model used to parameterize the trans-
fer of energy from unresolved fo resolved scales, and the surface model used
to parameterize the transfer of thermal energy from the ground to the atmo-
sphere.

In Iig(7) is reported an example of this namelist. The simulation procedure
produces a binary file containing the model outputs for the two diflerent fields:

e prognostic fields (kinetic energy, temperature, wind intensity.....}

e diagnostic fields (mixing length, pressure....).

Post-processing phase

A post-processing facility enables simple visual access to the 3-13 and 2-1) fields
computed by the Meso-Nh model. This program uses a file that contains three
namelist. They control respectively

e the reading of model variables in the binary file produced during the simulation
phase

e the portion of the model domain which is digplayed, the geometry of the plot
{horizontal map, verfical cross-section, vertical profile,....)

e various visual characteristics of the plot.

In Fig.(8) is reported an example of this last namelist. A procedure is used to
read these commands and to create a meta-file that can be viewed using a standard
graphic NCAR package. Any selected graphical output can be obtained in postscript
format (filename.ps).

In order to make statistical analyses of the model sensitivity, the code has been
modified to produce not only graphics, but also numerical data outputs.
We Intend to make a comparison befween the model and observed data, which is
not only qualitative but also quantitative. This can now be achieved by taking data
simulated by the Meso-Nh and comparing it with measurements obtained from the

SCIDAR and the DIMM.
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ANNEXZ2: Data assimilation and data quality

The aim of the analysis {34} is to provide the general circulation numeric model
with the most realistic state of the atmosphere. For so doing the BCMWI® uses
a finite number of observations and a first guess provided by the same prevision
model (generally the last six hours prevision) or by the climatology. The analysis
must modify this {irst guess integrating in the best way the informations coming
from the observations which, in general, do not describe perfectly the atmosphere
state. Different quality controls are realized on the observations data in order to
select a realistic set of data. The assimilation of the first guess and the observations
are made using an algorithm named optimal interpolation. If A is the analyzed
parameter, for each grid point is defined:

@ . .4 ) g o
ty, =y + § A; (_Uz' - .U{) (J())
i
where
e ! is the value of A that we want to know in the k grid point
o af is the value of the parameter provided by the first guess in the k grid poiat

e ); is the averaged weight associated to the quality of the observation (kind
of measurement and kind of observed parameter), the distance between the
analysis grid point and the observations grid point and the quality of the first
guess

e Yy is the observed value of the parameter Y (Y can be A or, more generally, a
parameter linearly correlated to A)

o y? is the value of Y provided by the first guess.

The optimal interpolation method defines A; in the following way:
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2 .
o
guess error resulting from the total uncertainty in the analysis. When an observation
2. is large and af takes the value of «f. In this case there is a little
impact on the first guess. When the observation is assumed to be accurate, o7 ;
small and «f, almost takes the vaiue y{.

These analysis, named uninitialized analysis, can generate, sometimes, fictive
gravity waves during the simulations. To avoid this, they must be initialized in order

where o? . is the variance ol observations errvors, 0“3 is the variance of the first

is unreliable, o

I
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to be adapted to the dynamic of the model. This more elaborated analysis is named
initialized analysis.

In an operational schedule, the KOCMWI produces global analysis and previsions
using data collected during the time. The previsions are permanently corrected by
the observations that are injected in the algorithm of the optimal interpolation. This
feed-back system ol assimilation data is named Analysis Assimilation.



ANNEX 3: Summary of night by night optical tur-
bulence for the PARSCA93 campaign

14/5/93 SCIDAR MESO-NI Niva={3-44)

LS 1Y) 4L

Time window | CLBL CE A TR e (,‘.:{-BL {‘?\,I"A s | fpa 1 =2 | epor 1 Sim Time

00:00-01:00 TOTTOT AR 012 T 03] 114 ] 626 | Bomin

01:00-0%:00] | 533007 is0207 Y 08§ 078 | 002 [ 183 A0 [ TIE0 00" A0 | 604 035 |G [ 1f

02:00-03:00] 1 4.80-10"F 1 3000077 082 | 0.71 | 0.87 | 1.16 || 581107 ] 2580071 [ 092 1 004 [ 015 | 0.94 | 27

{0%3:00-04:00 1941077 1257107 1055 | I8 | 0.78 | 0.47 424167 1 25707 [ 0rp f 004 | 618 | 078 | 3P

04:00-G5:00 TATIOT T 2ET 07T L 054 | 055 | 1.02 | 0.83 5801075 1058107 1 092 1 0.14 | 0.16 | 0.94 | 47

05:00-06:00] | 3541077 | 183707 [ 0.67 | 0.45 | 0.67 | 0.86

189107 1 258.107 17 | 0,75 | 0.14 0.77 | Mean

00:00-06:00] | 3.76-1077 1 319107 [ 070 1 0.63 1 090 | 1.OY

Table 5: Analysis of the 14/5 night. In the left part of the table we report the Scidar
measurements analysis and in the right part the Meso-Nh simulations ones. In the
first column are reported the time windows in which the variables are averaged.
In the first six lines is report a detailed analysis for each hour, and the last line
report the average estimation taken over the whole night. In the second column
we compute the C% Ah inside the Boundary Layer (Ah = |2600 — 5000| m) and in
the third column inside the Iree Atmosphere (Al = 5000 - 20000] m}. We labeled
with BL=Boundary Layer the first 5§ km of the atmosphere because we estimate
that the orographic effects, during 4" simulation $ime intervals, have an important
influence in this part of the atmosphere. In this way we select, with the BL, the
atmosphere region where the Meso-Nh model performances are expected. In the
fourth column is reported the seeing related to the BL {epy), in the fifth column the
seeing related to the FA (ep4), in the sixth columu the ratio of them (epa/epr) and
in the seventh column the total sceing (epor) integrated over the whole atmosphere
(Ah = 12600 — 20000{ m). In the right part of the table, the same variable are
reported for different simulation time intervals of the Meso-Nh simulations. 1n the
fast column are reported the different simulation time intervals sampled with one
hour increment. In the last line, the same variables are averaged over 4" simulation

time interval. In the {irst line of the last column we report the model levels used in
the computations.

15/6/43 SCIDAR TSR

L47Y) £ 4t

Time window | CLBL LA cur | epa | 24 Tepor || CRBL CLFA enp 1 Era | 2 ] epoy | S Time
N N N N

00:00-01:00 LA™ THR0T0- 008 T 6407 4.99 | 042 | 30mnin

01:00-02:00] | 42210 1151078707 1034 [ 045 [ 086 | 200007 [ 2.0200° 9 [ 012 T 050 | 4.01 | 053 | 17

02:00-03.00] | 348107 1 1020621 060 | 032 | 047 F 0.78 || 2961071 | 2451077 | 015 | 0.654 | 3.55 | 6.58 | 2%

03:00-04:00] | 397107 T 188107 BT 0721 043 | 059 1089 | 288071 L 16T 07035 [ 043 1 987 | a7 P

04:00-05:00 20107 V18810 [ 068 043 | 0.74 | 077 8.50-1071 1 272.10" 038 0T [ 199 | 0.68 1 4"

05:00-06:000 | 205107 00 M o6 [ 03 | 057 1075

43310 B 4. 107 1 0.7 | 0.5 156 | Mean

[06:00-06:00] | 354107 1 13710771067 [ 0.38 1 000 | 0.87

Table 6: Analysis of the 15/5 night. Same as Table (¢
] g

oA
—
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1675793 SETHAR MESO-NH Niv={3-40]
Time window | C4 5L CLTA cus | gra {2 Veror | CRBL CLEA gpg | era ] A T eroy | SinTime
00:00-01:00] | - - - - - - 2190077 TA0200° 003|004 1 0.36 [ 014 | 30mun
01:00-02:00] | 112107165010 1134 [ 026 { 018 | 139 # 4591079 (4081671020 005 {023 021 |17
G9:00-03:00] 1 L2607V AST 07T [ 144 [ 020 ] 004 [ LAR 1627007 AR5 0.24 L 0.05 1 020 | 025 | 2F
03:60-04:00] | 118107 406107 T 130 1038 033 | 142 [ 7200071 1260077 [ 0.26 | 036 | 1,38 | 047 | 3°
04:00-05:00 LOS 10T T 253007 11291 0.3 1 010 | 1.31 400 42710073804 | 0.06 | 073 |4t
05:00-06:00] | 836207 ] 21330771 113 p 012 [ 010 1 1.4
14531071 | 3 a7 907 1 036 | 62 041 | Mean
{00:00-68:00] 11020677 1 4430071 | 135 [ 019 | 0.14 | 1.38
Table 7: Analysis of the 16/ night. Same as Table (5)
1775793 SCIDAX MESO-NIT Niv =[3-10]
Time window | C§ BL CLFA fon | fra | B epor CLBL CLFA enr | era | B | eror | ShoThne
00:06-01:00] | - - - - - - 081107 | 220 16= 1 007 10027 [ 182005 | 3min
G1-00-07:000 | 440007055107 [ 077 [ 0.30 | 039 | 6.87 || 0.82.107 | 345.10°™ 1 0.07 | 0.16 | 2.36 | 0.19 | 17
GE00-03:00] | 4.21-107 13 | 8281011 G.76 | 098 | 037 [ 084 1 082107038107 047 1 0017 | 255 | 020 | 2
03:00-04:00] | AR~ 408007 T 081 [ o.24 | 030 ) G.&7 i 080007 | 0,386 667 1 0.8 | 260§ 0.a0 | 37
O4:00-05000 | 520107 T E0810-7 1 085 1 027 | 042 | 0.92 § 08210~ 08810 ¥ | D07 ] 0.18 | .54 | 0.20 4%
D5-00-06:00] | 2601070 | FA1I0° 107 [ 026 | 0.37 | 0.79
0.8 07T 37807 T [ 007 0.8 0.20 | Mean
[O0:00-06:00] | 46310777 | 802107 1079 07| 034 087
Table 8: Analysis of the 17/5 night. Same as Table (5)
18/5/93 SCIDAR Niv=[a-40]
Thme window | C4LBL ChfA Sut | fra | B | eroy k CLEFA Ent | Era 5‘};‘ cpop | Sim. Time
00:00-01:00 TOI0- ] 200007 1 102 | 048 [ 046 | 119 TR0 23007009 [ 002 1 1.39 | 016 | 3Cmin
01:00-02:00] | 3.65-107 | 2491010 | 0.68 | 0.54 | .79 | 0.94 L2rae-t i oog 10" 000 |0 TR 68 |1t
(2:00-03:00) | 4.80- 107 1205 00" 075 | 681 V087 1 0.07 PTG eTT IR0 [ 009 | 002 L 148 | 018 | 2
03:00-04:00] | 372107 1 198107 [ 069 | 047 | 0.68 1 0.90 || 116107 T 254007 L 075 | 0,00 V004 {017 13
04:00-05:00) | 383107 1 120107 [ 070 1 037 1 052 1 084 || LILI07Y ] 210507 | 0090 [ O AT {608 | 47
05:00-06:00] | 6.57-10° 1127107 [ 097 1036 | 6.37 | 108
L1610 2200077 006 | 0.12 G767 Moan
[00:00-06:00] | 4.19-10 0 | 192107 = |7 {048 60008
Table 9: Analysis of the 18/5 night. Same as Table (5}
1675793 SUIDAT MESOTNI Niv=[3-10]
Tine window | G4 BL CLFA Enr | £ra f;"-:’- Sopere Cf\.BL C4 ra ean | Era -f;—;L eror | S Thne
00:00-01:007 | 20600} 527007 T a0 | 085 1 170 | 1.08 149107 [ 1383071 010 | 0.08 1 0.86 | 6.14 | 30min
OL00-02:00] | 4761079 L 1000V ORG | 57 | 059 | 089 | 145107 | 120107 | 0.10 | 0.09 | GAG | 6.4 [T
02:00-63:00] | 208107108067 061 | 64y | 6.8 V082§ 1 A0 07T L0007 000 | 0.69 | 091 | gad | 2
05:00-04:000 | 309007 135107 (067 | 0.38 [ 060 1077 || LAl 192007 [ 010 | 009 | G.O1 {04 | &
04:00-05:00 TR AT OES T 035 06T T 0TS AR TO~ T TaV 0" [ 010 [ 008 [ 091 1 614 |48
05:00-06:00] | 3221077 160307 063 ] 0.42 | 0.65 § 0.81
LALI- T 110001070009 .11 | Mean
[00:00-06:00] | 3.35-10" 1 187-107"0 L 065 1 048§ 0.70 | 0.8

40




Table 10: Analysis of the 19/5 night. Same as Table (5)

PEYEYEE SCIDAR _ MESG-NI [3-40]
Time window | CLBL CL kA ens | epa 'fj‘i‘ sror (3?\.-}3.7) CLFA EnL | £ra f‘fL cror | Sim Tine
G0:00-01:00] | 30310 T {13710 062 1 037 [ 059 [ 077 || 850107 | 18110~ 0.08 | .45 | 5.87 | 046 | 30min
O O0-00- 0] T F a0 1At e, | 08T | 072 067 | e80TI AR 0T T 008 | AR 4Ta 039 | 7
0200-03:00) | 17200 W TETEE 0T | 084 | 077 | 059 || L8107 87000777 | 009 | 0.29 | 331 | 0.5F | 2%
03:00-00:00] | 142100 = 1 14410077 [ 038 | 039 ] 1.00 1 059 || 986107 [ 1.69- 107 1008 | 043 1 h.49 [ 041 | 3%
G4-00-05:00] | 2.00- 10~ T 11410 [ 060 | 034 {057 1 0.78 || 96561077 | 1.52-10-™ | 0.08 | 040 { 5.22 | 042 | 47
05:00-06:00] | 3.7610- 1% | 7.0370° 070 | 0.27 [ 038 | 0.78

TE10° T 1351079 | 008 | 0.37 0.39 | Mcan
[00:00-06:00] | 229107 | 125007552 0.36 | 0.69 1 0.67

Table 11: Analysis of the 23/5 night. Same as Table (5)

2573793 SCIDAR. MESG-NH Niv=[3-40]
Time window ('.f:{; BEL (,f?-\, FA £pi, L Era ’;f:* Spory (:_‘f\r Bi. C::\: FA L | £ra Ei—: cror | S e
00:00-01.00] | 6350057 | 915 00 0.24 [ 0.30 | 1.24 {041 | 79870677 72161077 1 0.07 | 0.12 | 1.81 | 0.15 | 30inin
01-00-09:00] 1583410 7 [82710° 7T 031 [ 028 | 1.29 {038 | 860007 [ 29710- 9 07 02| L1 [ 015 | *
02.00-02:00] | 646104 1 97890 [ 0.24 | 0.31 | 1.28 | 6.42 F 1.0810°% | 217.10=" 1008 { 012} 1.52 [ 016 | 2*
03:00-04:00] | 57210 P 1 66410- 771022 1 024 1 1.08 {635 § 4720077 [ 207 10° 9 007 001271 012 1 028 | 3%
0400-05:00] | 5101077 4621670 L .21 | 0.19 1 0.94 {631 [[2.0000"P 218 10" 1012003 | 1Los | 019 | 4
05:00-06:00 - - - -

PO R 0T 0| 02 018 | Mean
100:00-06:00] | 59390717 | 8.28-107" [ 023 ] 0,28 | 1.92 | 0.39

Table 12: Analysis of the 25/5 night. Same as Table (5}

14/5793 SCIDAR MESC-NI Niv=[1-10}
Time window | C% BL CLIA FpL | ErA | P L sror CLBL gL | €ra yﬁj‘ erop | S Thue
G000-01:000 | - - - - - - 2631071 056 {0041 0.24 ] 0.60 | 30min
G1:00-02-00] | Baa10- | 45000 {084 J 078 092§ 1.23 3831070 071 o020 07 | 17
G2:00-03:00) | 4801077 30006° 7 T 082 1071 | 087 [ 116 K TRz 07N RCEIEARICEER R
03:00-04:00] | Lo 07 | 2AT 187 055 | 118 | 0.78 | 047 | 5051071 085 | 0.4 | 016 | 087 | 3"
04:00-05:00] | 2451071 | 257007 | 054 | 066 | LG2 [ 083 i 74810777 .06 1004 L als] .08 | 4%
05:00-06:00] | 35410717 | T30 .67 | 0.45 [ 0.67 | 086 ’

G.0710" 1 25810717 [ 092 | 0.14 095 | Mean
[00:00-06:00] | 2761010 | A1910-T [ 0.70 1 0.63 § 0.90 | 1.0)

Table 13: Analysis of the 14/5 night. Same as Table (5)




1575793 SCIDAR MESO-NH Nivi[1-40]
Time window | G4 BL CLFA cug, | fra | P L fror CLBL CEFA £np | £pa | B epoy | Sim Time
0G:00-01:00 - - - - - - BR3 10T 150007 1 025 1 040 | 137 1 0.53 30min
01:00-02:00] | 4221015 | L15-1071% | 0.75 | 0.54 | 0.45 ; 0.86 ) 965-10-77 [ 212107 1 .31 1 050 | 1.60 [ 0682 | I
(G2:00-03:00] | 34810 1 10210771066 [ 032 | 047 16,78 | 107107 [ 2451077 [ 035 [ 0d | 164 [ 087 |20
G 00-04:00] T 30710 ¥ 16810771 072 1 043 | 0501089 || LAs 10~ 1671072 039 (043 1 1.08 ] 0.63 | 3t
04-00-05:00] | 2741075 T 16810731058 | 043 [ 074 6.77 || 156107 129210757041 | 058 | 1.39 ] o786 | 47
05:00-06:00] | 50500~ 5[ 1201077 1 0.6F | 0.35 | 0.57 | 0.5
128107 B I6T T 0AG |0l 0.67 | Mean
CTO0:06-05:00] | 3 A0 T T ATIET 06T 1008 | 0,56 | 0.82 1
Table 14: Analysis of the 15/5 night. Same as Table (5)
16/5/93 SCIDAR MESO-NI Nive={1-10]
Time window (:f\,- BL (j?\" A ghal | era :f;j‘- epor || ChBL (.:ir A EHL | ERa :f;‘ eror | Sim.Time
80:00-61:00) | - . - - - B 92030 021077 TR0 004 | 008 [ TET [ itmin
DL00-02:000 | 1z 0 [ go o 13 |02 17018 | 139 [fean 0Tl dori0 ™ Jolont o188 025 | 1%
B00-0300] | 12600 |97 07T | 144 | @20 ] 004 | 148 a0 Tae007 T | 434 | 004 604 ] 034 |2
BA00-04:00] | LIS 107 [ 416107 T P 1ad [ 0087003 | 142 T r2s1o- ™1 1a5007 ™ 1 036 [ 0361 100 {004 | 3%
04:00-065:000 1T 10~ | 253 10~ T T3 1833 1 030 | 1Al {46800 | {8706~ 7 7080 | 0nd | 508 086 |97
[B5:06-06:00] | 836107 207 T ek Lo | 1L
FRETOCTT 3400007 [ 043 | 012 048 | Mean
[00:00-06:00] | 11210 12 [ 4431077 1135 [ 6.19 1 0.4 | 1.38
Table 15: Analysis of the 16/5 night. Same as Table (5)
1775793 S5CTHAR MESONH Nive=|1-40]
e window [R CLFA car | £pa —*:Tli srop || R BL (,‘&: FA cun | fea ;f;‘: cror | S Thne
00:00-01:00] 1 - - : , - s TAZI0" P T 22270~ 010 | 003 1066 | 0.25 | 30min
GT-60-09:00) | 44910 =V ER5 10077 1030 | 038 1087 || 435107 Va5 0079 a0 [ 0l7 {087 [ 097 | i*
00:00-05:00] | 42110735 | 898100 {076 | 0.98 | 0.37 L 084 1 26600" " 134107 {014 008 | 128 [ o4 |27
03:00-04:00) [48TI6™ ™ 41610777 08 [ 024 | 030087 || 4.23107 77 398107 1 019 [ 0.18 [ 0.96 | 6.28 | 3%
0A-00-05-00] | 52010 B | RO8 00RO T 0B 000 R80T 3840 T 020 [ 008 1 088 | G20 |40
05:00-06:00] | 3RS0 7ROV T 0 | 038 087 079
A000 1T 3820077 [ 68 ] 018 0.27 Mean
[00:00-06:00] ¢ 1.63107 ™ | 802107 F0.59 | 047 | 054 | 537
Table 16: Analysis of the 17/5 night. Same as Table (5)
18757593 SUIDAR MIESOTNT _ Niv=[1-40}
Tine window | CLBL CRka £pr | Era ﬁ’f Sror (-:?fBL a A ufwm A f}}& o | SimThne
00:00-01:00] 1 T 09107 TR a0 R0 T OAE 04T 19 T AES 10 211107 0.20 | 6.2 | 0.61 | 0.25 | 30min
1 00°65:60] 175651075 | 945007068 L 054 | 0.79 | 0.04 || 708007 [ 2081077 | 0.97 | 0,12 | 0.45 | 0.2 | 1
02:00-03:00] 1 4.40-10- 7 P 225007 075 L 051 | 067 | 0.97 [ 082107 V2400031 | 02 140 | 0358 | 2F
02:00-04:06] 1 379007 Leg0 669 L 047 [ 068 | 0.90 F 3BTV ERLIGCTYY GO | pd Te g o [ 3
04 00- 0500 | 831071 | 120107 1070 {0.537 [ 052 1 084 | 3770 P P aa 10 a8 002 1071023 | 4
05:00-06:00] | S5 10 | LT T T oA o o8V T 08
620107 a2 T oy 0az 0.28 | Moean
00:00-06:00] | 4191079192107 T 071 | 046 | 062 1 0.93




Table

17: Analysis of the i18/5 night. Same as Table (5)

1975793 SCIDALL MESO-NI Niv={1-40]
Tune window | C% BE CLFA fun | fpa ] P eror CLiA TR ‘—f’;’* cror 1 Sim. Thne
GO60-01:00] | 20609 [ 527007 | 050 | 085 | L7 105 1 7€ 07T T8 1071611 [ 0.00 | 0.78 | 0.15 | 30min
Lo T AFE IS T T T 0000~ 046 | 047 1058 {099 || TR0 T 1A 0T [ oab [ 000t os0 i 08 18
FERR00l | 2Oe i TSRO 00 | 04T | 0as {087 )18 10T 12607 ] 6117 0.09 { 0.81 [ 0.1 | 2
S0 aton IO TEET ] a0 o6 TR 060 | 077 || 2501077 | 125071 1004 1009 | 0651 017 | 3"
Gaon-Em0] T 280107 T T A6 07 068 | 0.89 | 0.67 | 0.8 || 4401077 [T 400 [ 0.00 | 046 1 ¢.22 | 4
05:00-06:00] 1 3.22-107 116010771 0.63 | 0.42 | 0.65 | 0.81
FEG 10T 12107 0h | 0.09 (.18 Mean
[00:00-06:06] { 3.35107 W T H87-107 Y 1 0.65 { 0.46 | 0.70 | 0.85
Table 18: Analysis of the 19/5 night. Same as Table {5)
2875793 SCIDAR. MESO-NIT Rive[1-10]
Time window | G4 BL [ Epg | fra ] B spoy CLBL R rA cuy, | fra | AL eror | SunTime )
00O 00T T E e T a0t TR T 6T [0 | 077 A0 T TIALI0-TY 1 0aa T 0.4h | 837 ) 648 | d0iin
BT oaan [ 2er 10 T T ATIeTE onl | 0ET T 002 [ 667 TEE 0TS0 028 038 [ 165 | 047 |17
D200 [T To T a0 I A | TA | 0.0 | 048 | 804000 | B0 07 106 | 0.29 | 1 | 0.8 | 97
ATHOET A0 | 1AZ L0 | 1A= [ 0,38 | 0% {160 7050 ) 1603077 | 160107 011 | 0431 3.97 | 046 | "
04 0-BE AT T 200 10° Y | LA 10T 060 | TA4 | 067 [ 078 | rre 10 152107097 {040 | 149 | 08 4
05:00-06.00] | 3.76-107 5779330771070 0.27 | 0.30 | 0.78
46L 0 | 1347107 0.19 { 0.37 645 | Mean
[OE:G0-G6:000 | 29900 | 195107 [ 0.52 | 0.30 | 0.69 | 0.67
Table 19: Analysis of the 23/5 night. Same ag Table (5)
7575793 s< TDATR MESO-NI Niv={l-40]
Tine windoew 4 (;‘f\: Jav Shan | Fra :*‘:‘;* e v (:E‘f\. R (:‘f\:f;‘.fi Enn ] Fira ff:‘l eproy | S Time
(0:00-01:00 91010 T 086 1o | 041 | Le0x0 ™ 1236 10° [ 010 ] €12 11191 0.17 | 30min
01:00-02:00 EFT 0 2L {08 TR T oas R0 | 270 025 [ 012 100 | 030 | 1f
02:00-03:00 {Ldf TR I0- % (099 | 641 | 128 | 042 | 1881077 207007 046 012 1 097 049 §af
000100 T E A1 B0~ | 022 | 0.4 108 | 035 || a4 a0 028 | 0% | oad {0 (W
NAD0-05:001 T 51010 5 T 46210777 | 0.2: 1 0.1910.04 [ 031§ 1680077 T21000- 1042 | 013|080 [ 045 T4°
05:00-06:00 § - - }
1243105 | 2171077 1 0.35 | 0.2 035 | Mean
[00:00-6:00] | 585 10" TRER 07T [ 0,85 | 0.8 | 1.22 | 0.39
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Figure 1: PGDANDES: Orographic model extracted from GLOBE - 60 x 60 grid
points - 120 x 120 km - 2000 x 2000 m resolution. Paranal location is indicated by
a black square.
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Figure 2: PGDANDESS: Orographic model extracted from a digitized map -
120 x 120 grid points - 60 km x 60 km - 500 m x 500 m resolution. Paranal lo-
cation is indicated by a black square.
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Figure 3: PGDANDES9: As Fig.(2) - 120 x 40 grid points - 60 km x 20 km - 500 m
x 500 m resolution. Paranal location is indicated by a black square
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Figure 4: PGDANDES10: As Fig.(2) - 60 x 20 grid points - 60 km x 20 km - 1000 m
x 1000 m resolution. Paranal location is indicated by a black square
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Figure 5: Observation time. Blue temporal window [00:00-05:30] indicates the time
at which Scidar measurements took place during each night over the whole campaign.
The red lines indicate the astronomical night.
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CPGD,_FILE=' PGDANDESY
LREAD_ZS = ,TRUE.,
LREARD_ZOVEG = ,TRUE.,

LNAM_REAL_PGD

JFALSE.,
.TRUE. .

LREAD ZOREL =
LREAD_RAD_PARAM =

LREAD_VEG, PARAM = .TRUE., LREAD _GROUND_PARAM = JTRUE.
&NAM_DIMn_PRE  NIMAX=120, NIMAX=40, NEKMAX=40 /
&MNAM_CONF_PRE LCARTESIAN=,FALSE., LBOUSS=.FALSE.,
LZD=.FALSE., L1D=.FALSE..
CIDEAL="RSOU",
LPERTURB= .FALSE., NVERB=5 /
&NAM_CONFn LUSERV=.TRUE,, NSV = ¢ /
EMAN_GRID_PRE XLATO = -24.61, XLONO = -70.4,
XRPK = 0. ., XBETA = 0. /
&NAM_GRIDn_PRE CZGRID_TYPE = 'FUNCTN', XDIGRD=50., ADZTOP=600..
XZMAX _STRGRD=3000. . XSTRGRD=30., XSTRTOP=0..
XLATCEN = -24.61, XLONCEN= -7G.4 /
ENAM_LINITR CINIFILE="X163v2' /
&MAM_POST_PRE / '
&NAM_DYNn _PRE /
ENAM_LBCn_PRE CLBCX{1)='OPEN', CLBCX(2)='OFEN’,
LBCY (1)s="OPEN', CLBCY({2)='OPEN" /
EHAH_VPROF_PRE CTYPELOC='LJGRID‘, NILOC=20, NJLOC=20,
CPrUNU=*ZZ2, CFUNV="20L4°,
LGEQSBAL= . TRUE. /
&NAM_GRn_PRE CSURF=TSZ0°, Z0REL=0.%1, S5T=288.4, XDTS=1., XHUG=0.2 /
1993 05 16 0.
* STANDARD
120.3571
100000.0
302.2200
281.7534
15
100000.0 180.5324 2.970152
92500.00 178.5868 2.750891
85000.00¢ 184.5630 1.229715
70000.00 158.7872 5.011208
50000, 040 198.1834 7.580033
40000.00 180.0758 13.71003
310000.00 200.0004 14.82738
25000.00 223.3582 15.50598
20000.00 223.1112 26.94090
15000.00 235.7448 33.36119
10006.00 246.8536 18.83461
7000.000 253.6958 8.980802
5000.000 254.1208 1.060424
3000.000 338.5658 8.561808
1000.000 387.09058 8,150828
15
92500.00 298.1600 275.7214
85000.00 293 .8200 269.4320
70000.00 282.7100 260.2862
50000,00 266.5100 243.7736
40000.00 253.3100 230.5608
30000.00 237.3500 217.2408
25000.00 227.1400 208.4734
20000.00 216.1000 207.4415
15000.C0 207.4500 199,5349
10000.00 199,7600 191.0163
7000.000 204.1700 189.6216
5000.000 209.8200 187.4992
3000.000 21%.2000 184.2774
1000, 600 235.8800 177.1429

/

Figure 6: Pre-processing namelist




SNAM_LUNITR CIHNIFILE = -"S1i65V2*® /
&NAM_CONFn LUSERV = T, LUSERR = F, LDSERI = F, LUSERS = F,

LUSERG =F, LUSERH = F, NSV = 0 /
ENAM_DYNn XTSTEP = 2.5, CPRESOFT = *RICHA®, NITR = 4, ARELAX = 1.,
LHO_RELAX T, LVE_RELAX = T, NRIMX = 5, WRIMY = 3, XRIMEMAX = ,00166,

XT4DIFF = 1500. /
LHAM_ADVN /
eNAM_PARAMR CTURE = “TKEL®, CRAD = "NONE®, CDRAG = "HOME®, CGROUND = ~TSLO ",

CCLOUD = “NOWE® /

LNAM_PARAM_RADN /
GHAM_LBCn CLBOX = 2¢°OPEN®, CLBCY = 2°7OPENT NLBLX = 2*1, NLELY = 2+
XCPHASE = 20. /
LNAM_OUTn XOUTL =1800., XOUT2=3600. /
ENAM TURBn XIMPL = 1., CTURBLEN = "BLES", CTURBDIM = "iDIN®. LIURB.DIAG = T,
LTURE_FLX = F /
SNAM_CONF CCONF = *START®, LUHINSHELL = T, LID = F., L1D=F, LFLAT = ¥, YMODEL = 1

NVERB = 1, CEXP = ~S§16v2", CSEG = "DEBOL® /

SNAM_DYN XSEGLEN =3600., XASSELIN = 0.2, LCORIO = T, XALKTOPR = 0.005,

KHLIBOT = 12570., LNUMDIFF =.T. /

LNAM_BUDGET CBUTYPE = "NONE® /
LMAM_BU_RU LBU_RU = .FALSE. /
&NAM_BU_RV LBU_RV = ,FALSE. /
EMAM BU_RW LBU_RW = .FALSE. /
GHAM_ BU_RTH LBU_RTH = .FALSE. /

&MAM BU_RTKE LBU_RTKE = .FALSE. /
LMAM BU_RSV1 LBU_RSV1 = .FALSE. /
&NAM_BU_RRV LEU_RRV = .FALSE. /
tMAM_BU_RRC LBU_RRC = .FALSE. /
&NAM_BU_RRR LBU_RRR = .FALSE. /
AMAM_BU_RRI LBU_RRI = ,FALSE. /
tNAM BU_RRS LBU_RRS = .FALSE. /
ENAM_BU_RRG LBU_RRG = .FALSE. /
&NAM_BU_RRH LBU_RRH = ,FALSE. /

ENAM_LES /

Figure 7: Simulation namelist

LNAM_GETH LGETALLT = T, CGETUT = *READ®, CGETVT = °READ", CGETWT = “READ®,
CGETTHT = "READ", CGETTKET = "READT, CGETRVT = "READ",
CGETUM = "READ®, CGETVM = -READ®, CGETWN = -REARD®,
GETTHM = "READ®, CGETRWM = "RERD",
CGETRCT = *READ®, CGETRRT = "READ™, CGETRIT = "REAB®, CGETRST = "READ",
CGETRGT = "READ*, CGETRHT = “READ®, CGETSVT = 20" "READ" , CGETPHIT = "READ"/
LNAM_DOMAIN_POS LHORIZ=.F., LVERTI=.T., NIDEBCOU=20, NJDEBCOU=20, NLANGLE=0,
NLMAX=B0, XHMIN=Q., XHMAX=20000. /
LNEM_DIRTRA_POS
NIMNMY=0, LCOLAREA=.F., LCOLINE=.F., XTHINT=1., XUINT=2.,
KWINT=.5, XTKEINT=.1, ‘
NISKIP=2, XVHC=-20., XVRL=(.2, XAHXs0.2 /

Figure 8: Post-processing namelist




FILENAMI Orographic Meso-Nh Geog. Grid Point
Model Res.(m) | Horiz. Res. (m) | Surface {km) | Number
PGDANDIES 5000 x 5000 2000 x 2000 120 x 120 60 x 60
PGDANDES6 500 x 500 1000 x 1000 80 x 80 80 x 80
PGDANDISS 500 x 500 500 x 500 60 x 60 120 x 120
PGDANDESS 500 x 500 500 x 500 60 x 20 120 x 40
PGIDANDIS10 500 x 500 1000 x 1000 60 x 20 60 x 20

al different horizental resolutions.

Table 21: Orographic model resolution. List of binary files created for simulations
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Table 22: Summary of results from the PARSCA93 campaign. Same as Table(23)
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Table 23: Summary of meteorological conditions during the PARSCA93 campaign.
Wind direction and amplitude, corresponding to four different pressure levels, is
described with arrows. The 200 mb pressure corresponds to the upper levels of the
atmosphere (about 12km), i.e. the free atmosphere, whereas the 850 mb pressure
corresponds to low levels influenced by heat energy transfer and orographic effects.
Antofagasta radiosoundings at 12:00 U.T. and ECMWF analysis at 00:00 U.T., 06:00
U.T., 12:00 U.T. and 18:00 U.T. in the (289.6875,-23.625) grid point are reported.
In the first column are reported the night dates of the whole campaign. In the
second column we provide the averaged seeing measured by the SCIDAR during the
different nights.
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Figure 9: Radiosounding emagram - 26/5/93 af 12:00 T.U. An emagram is a char-
acteristic thermodynamic diagram used by metecrological stations for the graphic
description of the atmosphere state. The pressure is reported on the y coordinate,
The isothermic lines are inclined to 45 degrees and have a linear scale. The adiabatic
lines are represented by dashed, bent, transverses lines. The left line represent the
dew point temperature and the right line the absolute temperature. The regions
in which the absolute temperature is parallel to the adiabatic lines corresponds to
dynamic instability regions. On the right side of figure is reported the wind direction
and intensity along on the West-Fast direction.
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Figure 10 Analysis emagram - 26/5/93 at 12:00 T U. - Same as "ig(9)

Wind {im/sec) corr | err (m/fs} | Jerr] {m/s)
Comparaison
FOMWI analyses .981 (1,36 201
Antolagasla radiosoundings

Table 24: Wind intensity (m/sec) comparison between Antolagasta radiosoundings
and BECMWIN analyses during 1993 year. Averages of daily correlations, mean errors
and mean absolute ervors [36].
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Pigure 11: Wind direction comparison between Antofagasta radiosoundings and
ECMWE analyses during 1993 year (12:00 U.T.).
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Figure 12: 25/5/93 night - C}, vertical profile above Paranal mountain. Initial-
ization with Antofagasta radiosounding at 12:00 U.T. Simulation time: 30 min



15000, i y T S i
14000 -
13000, i
12000, -

11000, -

I

16000, -
QOO0 -
Bl J-

ALTIPUDE
T,

(Ms) BOND
5660
4000, |- ]

a6, |- \

2000,

e, -

1 : 1 .

[ 1 }
~20.0 ~10.0 ~18.0 -17.0 ~16.0 -16.0 ~14.6 ~13.0

DATE WOD. 19237 5/25 O M GH  DATE CUR. 1933/ 5420 QHAOM 03 -2/
DUTE RGP 1093/ B/7% DN 0N 08 LATH BXG. 1933/ 070D OM Ok 05 MENCATOR oxz (m )

Figure 13: 25/5/93 night - C% vertical profile above Paranal mountain. Initializa-
tion with EOMWE Analysis at 00:00 U.T, {grid point(-23.625,289.6875)) Simulation
time: 30 min
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perature profile (1000 mb — 150 mb) is corrected at high levels (over 150mb) by the
analysis data. In the low atmosphere levels (1000 mb — 750 mb} the analysis wind

direction and amplitude are used.
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Figure 15: 25/5/93 - (% vertical profile above Paranal mountain. Initialization
with the emagram of Fig.(14) Simulation time: 30 min
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Figure 17: 4 h time seeing evolution over Paranal on 16/5/93
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Figure 20: 26/5/93 Potential temperature vertical profile
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over Paranal mountain

at time t=0 sec, that is hefore the model adaptation to the orography
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Figure 21: 26/5/93 Potential temperature east-west vertical section across Paranal

mountain alter 30 min simulation thne
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Figure 22: 26/5/93 Vertical wind fluctuations cast-west vertical section across
Paranal mountain after 30 min simulation time

B e | 1 ;

18000, o

18000, |-

140au. -

Figure 23: 26/5/93 Turbulent kinetic energy east-west vertical section across
Paranal mountain after 30 min simulation time
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Figure 24: 26/5 /93 Richardson number vertical profile over Paranal mountain after
30 min simulation time
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Figure 25: 26/5/93 Seeing east-west vertical section across Paranal mountain after
30 min simulation time
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Figure 26: 26/5/93 Seeing horizontal section over Paranal mountain after 30 min
simulation time
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Figure 27: 26/5/93 Seeing east-west vertical section over Paranal mountain on
80 grid points centered above the Paranal and equivalent to 60 km distance. Full
line: after 30 min. Dashed line: after (30 min + £); L = 77.5 sec; T = numeric
fluctuations period
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Figure 30: 13/5/93 Potential temperature vertical profile over Paranal mountain
at time t=0 sec, that is before the model adaptation to orography
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Figure 31: 13/5/93 Wind on the x axis vertical profile over Paranal mountain after
200 sec simulation time
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Figure 32: 13/5/93 Richardson
after 200 sec simulation time
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Figure 33: 13/5/93 C% vertical profile above Paranal mountain after 30 min sim-

ulation time

180

=170

74

~13.0



& <& 5

2 S

e, SN S

fake A%0 340 /:;ﬁp LI
Y N

AN ‘./“\ ‘,/‘\ )
[ G T AN
s 7

: >oop e
e Y N2 .-
g a0 i 420 180 gyg

N TN s . N

[

7T ]

[

N
S
X

o

i /‘(x’ o i k‘;/ L 2 A ‘./

i I g [V A S . N A .
Loog - IR ST AT AU R T
DATE MOD: 1800/ 5/15 24 0M 05 DATE CUR. 1893/ 5/13 2K O 08 [=210 =30
DAYE FXP . 1093/ 6/13 A\ DM 0% DATE SEG. 1693/ 5/13 211 OM 05 MLRCATOR UiV -
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Figure 35: 14/5/93 night - Horizontal seeing map - simulation time: 4 h. Color
code: seeing values between [0 - 1.6] arcsec are represented with a step of 0.2 arcsec.
Red regions are related to a bad seeing, blue regions to a good seeing. Bad seeing
at the low edge of map is not consistent, it is related to boundary effects.
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Figure 36: 15/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)
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Figure 37: 16/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)
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Figure 38: 17/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)
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Figure 39: 18/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)
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Figure 40: 19/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)
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Figure 41: 23/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)

Figure 42: 25/5/93 night - Horizontal seeing map - simulation time: 4 h. Same as
Fig.(35)
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Figure 47: Time seeing evolution during the 18/5/93
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Figure 48: Time seeing evolution during the 18/5/93 night. Same as Fig.(43)
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Figure 49: Time seeing evolution during the 23/5/93 night. Same as Fig.{43)
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Figure 52: 15/5/98 night. Same as Fig.(51)
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Figure 54: 17/5/93 night. Same as Fig.(51)

8t



Altitude

ARtitude

18/5/93 PARANAL

ko)
k9 L S S ¥ T Y
™
o}
Sl ]
@
b
2 - =
«Q
Q.
8 i
w0

M P - PPSSPINFINUN U0 I AN SO S N S TV
~20 ~19 ~18 17 ~16 ~15 —14 -13

CN2 (m—2/3)
Figure 35: 18/5/93 night. Same as I'ig.(51)
19/5/93 PARANAL

*0
% e e N et T e e T —
o~
‘d’m I
L i
n
. ]
53 - -
R ]
o
g .
uy

L SO VN SO SO i . RUVOR JSUE WO O ST WA O Dot
-20 -19 ~18 -17 ~16 15 —14 -13

CN2 (m—2/3)

Figure 56: 19/5/93 night. Same as Iig.(51)

852



23/5/93 PARANAL

~
o
g . ’
o~
o}
=1
X~ .
W
@
o
2 ]
ﬁ% L g
O'- .
L= I o
Q)
n
PEREETRRUT SOUUV TN NURT VAN TR T TN P PR R R S | ]
~20 -19 18 -17 16 -15 ~14 ~13
CN2 (m=2/3)
Figure 57: 23/5/93 night. Same as Fig.(51)
25/5/93 PARANAL
B
o L e e o e ey :
N-
!
2
Xxr -
9
]
=
)
£ |
EL
B 1
o
[ I w]
o
[
ST U TR S TN SUUPRUT RN | SSPURITR Sl Yolts Lt 70 TN N -
~20 ~19 -18 —t7 —16 ~15 14 13

N2 (m-2/3)

Figure 58 25/5/93 night. Same as Fig.(51)

o
O



$ o P Y
120 /i‘(li) 3.‘4‘0 dgo AJbp  dup /410 4'3(;1('4‘-"9\ ngs -

4

tmu‘é‘r
8507 . 4

. YA .
LOB0 i £
DATE MOD. 19937 /14 TH O 05 AT CUR 10837 5714 7 oU 08
DATE BXF. 1993/ 5714 21 0N 08 DATE SEG. 1693/ 5414 ZECOM 05 MERCATOR

Figure 59: 14,/5/93 night - Initialization emagram. Same as Fig.(9)
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Figure 60: 14/5/938 night - Richardson number vertical profile above Paranal moun-
tain at time t=0.
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Figure 61: 14/5/93 night - Richardson number vertical profile over Paranal af time
t==4 h. The model is now adapied to the orographic roughness.
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Figure 63: 15/5/93 night. C% vertical profile at the first time step
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Figure 64: 28/5/93 night. Vertical wind fluctuations above Paranal mountain after
4 h simulation time
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The mean error is Ae=0.13 and the



(-2 T =3 2 =38 [ 4 2 4% | 3h — 4%
o | 137 1.47 1.43 1.50 1.47 1.52
a 10.92 0.94 0.96 0.94 0.94 0.93
v | 0.87 0.88 0.88 0.88 0.88 0.87
e | 0.09 0.20 0.29 0.18 0.22 0.14
o | 0.51 0.18 0.48 0.48 0.48 0.50
Py 10.83 0.63 0.49 0.66 0.60 0.74

Table 25: Summary of the statistical analysis following the Method A

a= calibration coeflicient, a = regression line slope, r = correlation coeflicient, r, =
centered correlation coefficient, P = probability that two uncorrelated distribution
x; and y;, belonging to the same parent distributions of the analyzed dafta, give
a correlation coeflicient farger than thal observed. ¢ = standard deviation of the
Meso-Nh distribution data with respect to the regression straight line

) Standard devigtion=0.48
9L Slope=0.96

W

see
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Figure 67: Statistical analysis summary for the [2"— 3] temporal window - Method
A The seeing simulated is obtained by the integrations of C profiles after calibra-
tion. In this case the calibration coefficient is o = 1.43 (Table(25)).

[
oL



3 = C% correction coefficient= 4.48 - Vertical Levels [3-10}

1 (G0 T — MNH)

app {(SCT - MNH)

epa (SO~ MNH)

e (SCT = MNIH)

a | 0.97 0.73 I19 0.96
v | 0.88 0.73 0.77 0.88
r. | 0.33 6.30 0.06 .29
o | G.hd 0.56 0.42 (.48
P(r) | 0.43 0.6 (.89 0.49

Table 26: Statistical analysis summary following the Method B (I). The first 100
m {first two levels) are rejected. f= calibration coeflicient. For a, z, r,, o and P

same as Table(25). epo” is the [27 — 3] column of Table(25)) reported here.

3 = C% correction coeflicient= 2.86 - Vertical Levels [1-40]

ET 0t (S’C] - ,("'4 1’\711!)

e (SCT— MNH)

A (SC‘I - .{14!\1’].{)

S (SOT ZMNH)

a 0.9 (.83 .91 (.96
r 01.38 0.79 0.77 .88
re | 0.20 0.13 0.06 0.29
o 0.50 (.52 0.32 0.48
P{r) | 0.63 0.76 (.84 0.49

Table 27: Statistical analysis summary f{ollowing the Method B (II). Same as
Table(26) but with all the 40 vertical levels.
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Figure 68: Statistical analysis summarize for the total seeing 7o, - Method B (E).
The same as 1'ig.(67). The calibration coeflicient is § = 4.48 (Table(26)}

Seeing

L L I S e e e N e i

C"”-»O.j{i
Stondard deviation=0.56 |
S Slope=0.753 _

L OMNH

m T

see

wy |

see-—BL S0

Figure 69: Statistical analysis summary for the boundary layer seeing e 51, - Method
B (I). The same as Fig.(67). The calibration coeflicient is § = 4.48 ('Table(26))
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Figure 70: Statistical analysis summary for the {ree atmosphere secing epy -
Method B (I). The same as Fig.(67}. The calibration coefficient is # = 4.48
(Table(26))
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Iigure 71t Statistical analysis summary for the total seeing e, - Method B (11).
The same as Fig.(67). The calibration coefficient is § = 2.86 (Table(27))
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Figure 72: Statistical aralysis summary for the boundary layer epy, - Method B
(I1). The same as Fig.(67). The calibration coeflicient is § = 2.86 (Table(27))
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Igure 73:  Statistical analysis summary for the free atmosphere seeing epy -

Method B (1I). The same as Fig.(67). The calibration coeflicient is # = 2.86
(Table{27))
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Figure 74: 25/3/92 night. C} profiles comparison from Balloons (full line) and
Meso-Nbh simulations after 3 h simulations {dashed line). Calibration coefficient
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Figure 75: 16/5/98 night. Temporal seeing evolution over 4 h simulations time
above the Paranal and mountain and the chilean coast.
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Figure 77: 16/5/98 night. C% profiles obtained by the Scidar measurements (full
line) and Meso-Nh simulations (dashed line] with different calibration coefficients.
The calibration coefficient is = 1.81
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Figure 80: 16/5/93 Radiatif transfer simulation.

Time simulated seeing evolution over 4 h. Full line: the seeing obtained using the
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transfer, for the nightly stable condition it is not neghgible,
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Figure 81: Vertical east-west section of carth orography. Lafitude = -23.625.
Point line: longitude of the grid point (ESO1) where the BECMWI® analysis studied
during this feasibility study are extracted. Dashed lines: longitude of grid points
(15502, ESO3) located far over the sea.
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Figure 82: Potential temperature profiles issued from the BFCMWI® analysis ex-
tracted by grid points having the same latitude (-23.625) but different longitudes.
ESO1 (triangle), ESO2 (cercle), ESO3 (star). Antofagasta radiosounding (square).
It is well obvious as the profile over a grid point far over the sea (ES503) better
reconstructs the thermic inversion in the low part of the atmosphere.
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Iigure 83: Absolute temperature profiles issued from BCMWI analysis extracted
by different grid points. The same as Fig.(82)

97



‘.'Slflil".(km} Veri. Res. (in) § Hoviz Res. {m} | Sim. Time (see} | Sample Time (see) | CPU time (sec) | Price (Dm)
G0 = 20 300 H00 ¢ 500 1500 2.5 4629 1388
60 % 20 600 50 % 500 1300 2.5 1945 53
60 = 20 300 1000 % GO0 1800 3 719 215
60 %20 400 1900 % 1600 13060 3 266 38
60 = 60 300 500 x 500 1800 ' 2.5 13219 3965
120 % 120 G060 2600 3 2000 1500 10 A 130}

Iligure 84: Sumnmary of price simulations related to different model configurations.
T'he price reported in the ast column is related to the listing price of the Cray9000
(Meteo Irance) on September 1997, The comparison is made at the same simulation
time (1800 sec).
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ANNEX 4: Summary of the initialization used for
the all night simulations

The nights are reported in the namelist &NAM _LUNTTn. The variable CINEFILE
has a general form DddmV1, where m = month and dd = day.
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&AM RERL PG CPGD_FILE«‘PUDANDESS,
LREAD 2§ = ,TRUE., LREAD Z0REL « .PALSE.,

LREAD_ZOVEQ w ,TRUE., LRERD RAD _PARAN « .TRUE.,
LRERD VEG BARAM = .TRUE., LREAD GROUND _PARAH w» ,TRUE.

GHAM_DIMn PRE HIMAX«120, NOMAX«40, NRHAXK=40 /
RRAM CONF _PRE LUARTESIAN= . PALSE., LBOUSSa.FALSE.,
LADw . TRUE., LiDe.FALSSE.,
CIDERL= RSO0,
LPERTURBw .FALISE,, HVERB=S /

GRAM_CON¥Fn LUSERV=.TRUE., RV = 0 /

LRAM_ORID_PRE XLATO » -324.61, XLONO = «70.4,
XRPE = 0. ; XBETA « 0. /

&RAN_GRIDA_PRE CZGRID_TYPE = ‘¥UNCIH’, XDZORDe50., XDZTOP=600.,
XZHAX_STRGRD=3IO00. + XSTRGRD=30., XSTHTCPuQ.,

KLATCEN o «24.61, XLONCEN= -7C.4 /

LHAM,_LUNITR CINIFILEw’DL4SVL: /

SHAM_POST PRE /

LNAN DYNn_PRE /

GHAM_YBCn_PRE CLBCX{1)='OPEN‘, CLBCX{2)='OPEN',
CLBCY (1) = OPEN', CLBCY(2)=/OPEN' /

LNAHM_VPROF_PRE CTYPRLOCWYIJGRID', NILOCw20, NILOC20,
CRUNU=‘ 2251, CFUNV=/ZZZ’,
LGEOSBAL® , TRUE, /

&HAM GRn PRE CSURF=*TSZ0', ZOREL=0.1, §5Twa84,3, XDTS=-1., XEUG=0.3

1983 5 14 7200.00
f STANDARD "
140,
1002090,
284.2
283.
14
100000.0 149.0662 2.315762
$2500.00 133.5303 1.888624
85000.00 75.52237 L.280625
70000, 5. 3.
50000. 140. iz2.
40000, 225, 7.
25000. 255, 62.
20000, 260, 40.
15000.00 276.3103 5%.42081
10000,00 266.5624 30.53489
7000.000 369.1163 13.53163
5000.000 268.6081 11.53340
3060.000 280.5969 2.502639
108¢.000 251.,8718 3.440610
15

96700, 286.4 280.4
90800. 285,0 278.0
89700. 286.0 278.0
10000, 377.4 250.6
50000. 281.1 233.6
40000, 249.3 222.0
25000. 22%.1 401.7

20000.00 213.6200 199.56602
15000.60 210.1900 196.6841
10000.00 203.4600 191.6616
7000,600 207.4500 189.5117
5000.000 209.7300 187.4943
3000.000 218.7300 184.3670

1000.000 233.4900 177.9153

/




GEHAM_REARL_PGD  CPOD_YILEs'PODANDESS Y,

LRERB _ZZ = .TRUE., LREAD_ZORBL = ,FALSE.,
LRERD_ZOVEG = .TRUOE., LAEAD RAD PARARK =~ ,TRUE.,
LREAD VEQ_PRRAM v ,TRUE., LREARD_GROUND_PARAN » ,TRUE. /
NIMAX»120, RJIMAXu40, NRHAX«4O /

LCARTESYAN= . FALSE., LBCODSSw . PALSE.,

L2Dw . TRUE., L1Dw.PRLIE.,

CIDEAL=’RSOU’

LPERTURB= ,PALSE., NVERB=S /

LUSERVe ., TRUE., NSV « { /

XLATY = -24.61, XLONOD = -70.4,

RMAY DIMn_PRE
KRAY_CONP_PRE

LNAM_CONFn
ENAM _GRID_PRE

XRPK = {. , XBEPA w 0, /
LMAM_GRIDn PRE CZORID_TYPE e fPUNCTN’, XDZGRDwSG., XDZTOR«609..,
XZHAY STRGRD=300D. s ZSTRORD=30., XSTRTOP={.,

XLATCEN w -24.61, XLORCEN= -70.4 /
ENAH,_LONITO CINIFYLE='DISEV1’ /
GNAN,_ROST_PRE /
ENAM_DYNn_PRE /
ENAM LBCH_PRYE  CLECX(1}efOPER/, CLBCX(2)w=!OPER',
CLBCY (1)w’OPEN’, CLBCY(2)w’OPER‘ /
&NAM VPROF_PRE CIYPELOCs'IJGRID, NILOCw20, RJLOC=20,
CPUNUw’ %257, CPUNVw' %23,
LOGEOYBAL= . TRDE. /
CSURKF=0SLC ¢, BORELWO.1,

&NAM_GRn_PRY 58%W»285.0, XDTS=-1., XHUG=(.2 /

1993 5 15 T200.00
f GTANDARD
140,
100200,
a85.0
20%.
a7
1000060.0 183.1358 3.425274
92500.00 106.5274 3.583532
85000 .00 194.3552 2.32323238
76300, 5. 3.
70000. 5. 2.
59000. 165, 6.
52100, 205. 3.
50000, aoo, 10,
43600, 180. 5.
41000, 1B5. 14.
40000, 196, 14,
36400, 205, 14.
34300, 180. 1z2.
32700, 200, 16.
31799, 180. 16.
30500, 195, i8.
100040, 195, is.
250090. 190. 19.
24100, 1590, 19,
22800. 205, 21,
20000.00 247.4918 35.00470
15009.00 255,6195 36.698740
10000.09 255.0778 24.67120
7000.000 249.3183 10.51886
5600.000 302.4113 7.484818
3000.000 337.8168 11.50433
1000.000 30.25607 2.756175
20
$68700. 206.4 201.5
53700, 284.0 z8z2.8
%2600, 2083.6 281.5
51800, 205.4 a02.1
50300. 288.2 ari.z
B7600. 232.6 266.9
85000. 292.6 254.1
4900, 292,6 254.1
§4500. 292.4 254.0
70900. 281.6 a38.8
50700, 265.5 10,4
S0C0Q. 364.5 233.585
49500, 263,9 247.1
45000, 263.1 216.9
41500. 354.1 211.1
40000, 250.7 223.1
37500. 246.3 211.1
33300. 241.5 207.8
30000. 234.3 311.7
7200, 227.17 211.0
25000, 223.9 204.4
219¢0, %10.8 195.9
20000.00 222,0200 200.8785
15¢00.00 A07.5200 137.8870
10000.00 200.2400 191.8527
7000.000 206.5100 189.5123
5000.000 411.3100 187.44583
3000.000 21B.6300 184.3407
1000.000 235.0300 178.7092




LHAM_NEAL_PGD CPGD_FILEw’PGDANDESI ',
LREAD_ %8 = ,TRUE,, LREAD_ZOREL w ,FALSE.,
LREAD_ZOVEG = .TROE., LREAD_RAD_PARAM = ,TRUE,,
LAFAD_VEG_PARAM » 4RUE., LREAD_GROUND PARAS = TRUE. /
AHAM_DIMn_PRE NIHAXw130, HIMAX=40, NEMAX«40 /
&NAM CONF_PRE  LOARTESYAN. .WALSE., LDOUSSk.FALSH.,
L2Ds,TRUE, , LiDs.FALSK.,
CYDEALw/RIOUS,
LPERTURG= ,FALSE., NWVERBaS /
LNAY_CONFR LUSERVs ,TRUE., NSV w 0 /
GWRM_GRID_PRE XLATO =« «26.61, XLOMD u ~70.4,
XRPE @ 0, , XBETA = 0. /
ANAM_GRIDn_PXUE CZGRXD_TYPE = rPOUNCTH’, XDZGRDs50., XDITOP«600..
XZMAX_STRGRDL3000. , XSTRGRDw3O0,, XSTRIOR=D.,
XLATCEN = -26.61, XLONCEN= ~70.4 /
SLIMM_LUNITA CINIFILE=/DLIGEVL!
&NA¥_POST _PRE /
KNAM_DYNn_PRE /
&NAM_LBCn_PRE CLBOX(1)=‘OPEN', CLBCX(2}='OPEN’,
CLBCY (1)w’OPEN", CLBOY(2)=’OPEN /
LHAM_VPROF_PRE CPYPELOC=/IJORID’, HILOCw#A0, HILOCL20,
CRUNT=* 25!, CEUN=’ S247 ,
LGEOSBAL= . TRUE. /
LNAM_GRn_PRE  CSURF=/PS%0', %ORELwG.1, SST=286.4, XDTSw-1., XAOG=0.Z /
i

1993 b 16 7200.00
! STANDARD”
140.
100400
288.4
a8z,
ag
100000.0 180.5334 2.970152
92500.00 178.5868 2.750B31
B5000.00 194.5630 1.229715
75700, as. 10,
70000, 35. 7.
64900, 160, 3.
80000. 110, 4.
40000. 355. 4.
39700, 385, 4.
30000. A80. 8.
29500, 275, a,
25060. 2358, 16,
23800, a35. 22,
21500, 240. 35,
20000. 240. 36,
islce. 240. a7,
isece. 245. 33,
15000, 250. 27.
14200. 255, 34,
19000, 240. 21.
T440. 215, 4.
T000. Z50. a.
5000, 225. 5.
3310, 175, 4.
30090. 60. 3.
4480, a5, 1c.
2000. 315, 6.
1950. 295, 7.

40
92500. 282.0 280.3
82000, 281.6 280.2
21500. 281.4 380.2
90000, 286.4 268.3
B6900. 294.2 262.6
85000, 293.4 260.0
02600, 292.0 253.7
77900, 209.2 262.6
73200. 284.4 257.0
50000. 265.9 243.8
49400, 265.1 243.1
43100, 25%2.1 229.4
40000, 254.3 225.8
16600, 248.3 223.7
30000, 236.3 210.7
25600, 227.7 209.0
25000. 2246.5 207.3
22600. 223.1 209.0
20000, 216.7 201.8
180090, 211.3 197.2
15000. 2008.5 189.2
14300, 208.7 186.4
10300, 196.3 175.0
10000. 196,85 175.1
8570. 136.7 175.3
1560, 202.3 179.8
7000. 202.9 8.8
6500. 201.7 175.6
5100. ai2.5 1§3.2
5000. 213.1 183.7
3540, 213.1 183.7
3330. A16.5 186.3
3030. 216.3 185.9
3000, 216.5 186.0
2640. 222.3 190.1
2020, 223.3 190.7
apoc. 2231.7 191.0
1500, 225.3 192.0
1000, 235.88 177.14




&HAH _REAL PGD

&NAH_DIHn_PRE
LHAH_CONE_9RE

LHAM_CONFn
&HAM_GRID PRE

CPED_FILE='PGLANDRESS’,
LAEAD %S » .TRUE.,

LREAD ZOVEG » _LRUBE.,
LRSAD_VEG_PARAM = .TRUE.,
NINMAX=120, NIMAX=40,

LREAD ZOREL =

FALSE.,

LARAD_RAD _PARAM = ,TRUE.,

LREAD:GRGUNDAPARAH = JTRUE. /
HEKMAX=40 /

LCARTESIANw . PALSE., LBOUSSw.FALSE.,

L3AD= TRUE., L1D«,FRLSE,,
CIDEAL='RS0T,

LPERTURBu FALSE., NVERB»S
LUSERV=.TRUE., N5V = {0 /

/

XLATO = -24.61, XLONO o -70.4,

XRPE w0,

; XBETA o 0.

/

&AM _GRYDn PRE CZGRID_TYPE = ‘PUNHCTH',

XZMAX_ STHGRD=3000.

XDEGRD=50. ,
« XSTRORD=3O0.,

XLATCEN » -24.61, XLONCEN= ~70.4 /
ENAN_LUNITR CINIPILEw D175V1! /
&NAM_POST, _PRE /
ENAM_DYNn_PRE /
&NAM LBCR_PRE CLBCX(L}w=/OPEN’, CLBCX(2)=’OPEN’,
CLBEY (1)w’OPENY, CLBCY(Z)w/OPER’ /
&RAM_VPROP_PRE CTYPELOCs’IJGRID, NILOCe20, RILOC=20,
CFUNUa (2Z%¢, CPUNVa’ZZL’,
LGEOSBAL= , TRUE, /
&NAM_GRA_PRE  CSURF=’/T8207, ZOREL=0.l, S5T=287,0,
1993 5 17 7200.00
¢ STANDARD
140.
100300
287.0
284.
i5
100000.0 194.0616 2.175546
92500.00 189.9563 2.995480
85000.00 189.6228 3.276492
70000. 10. 11.
50609, 355, 8.
40004, 305, 16,
30000. 305. 139,
25000. 295, 24.
20000, 280, 41,
15000. 265. 28.
10600.00 280.43207 15,38131
7000,000 11.36668 6.977823
5000.000 351.5832 4.691023
3000.000 B.£10797 13.33483
1000.,000 16.27251 10.14860
33
100680. 285.6  283.6
95900.  283.2  282.4
95300. 283.0 282.2
93300.  292.2  265.0
92500,  295.6  266.8
91200. 297.0  267.0
85000,  294.0  250.5
80400.  290.0 264.8
75800. 288,6  253.0
70000, 283.6  243.2
69600, 283.0 242.8
50000,  266,3 228,3
43800.  257.9  222.4
40000.  252.9  210.3
32800,  241.7  207.9
30700,  238.3  323.4
30000.  236.7 235.8
20300,  232.7  325.6
27200. 229.9 222.8
26000.  227.5  230.6
25000,  226.1  212.1
24800.  225.5  209.7
20000.  318.5  199.1
15000,  20B.7  185.3
3330¢6.  203.1  1B5.%
100600,  201.3  183.4
8290. 198,5 180.1
7400,  201.1  180.6
7000.000 204,9600 189.5853
5000,000 210.1100 187.6803
3000,000 219.4300 184.3236
1000.000 235.7500 177.0780

XDZTOP=G00. ,
XSTRTOPu( .,

EBTSw~1., XAUGu(.Z /




ENAM REAY, PGR

&NAM_DIHn_PRE
ERAM_CONF,_PRIE

&NAM _CONFn
LNAM_GRID PRE

CPGD_FILE-"PGDANDERSY ",
LREARD %S & TRUE.,

LREAD _ZOREL = ,FRLSE.,

LREAD YOVEQ = .TROUE., LREAD FRAD PARAM « .TRUE.,
LREAD VEG _PARAHM = _TRUE., LREAD GROUGND_PARAY = .TRUE. /
NIMAXw120, NIHAXe40, NKHAXudG /

LCARTESIAN= , FALSE., LAOUSSw YALSE.,

LADe TRUE., LADw FALSE.,

CIDEAL«REOUY,

LPERTURB= ,FALSE., HVERDWS /

LUBERVs.TRUE., NSV o 0 /

XLATEG w» ~24.51,
XRPE = O, '

&NARM_GRYDm PRE CZORID TYPE = ‘FUNCTN'

EHAM_LONITA

XEMAX_ STRGRD=3000.
XLATCEN u -24.61,
CINIFILEx!DIESVIC /

XLOR0 » ~70.4,
XDETA = 0. /

¢+ KDZGRD=50., XDZTOP=600.,
s KSTRGRD=30., XSTRTOP=0.,

XLONCENa ~70.4 /

&AM POST _PRE /

&HAM_DYNn_YRE /

LNAH LBCn PRE CLBCX{1l)=‘0PER’, CLBCX(2)«/OPER',
CLBCY{1)=/0OPEN’, CLBCY{2)='CPEN’ /

ENAM VEROP PRE CTYPELOC=’IJGRID, NILOC=20, NILOC=20,
CFUNUw’ ZZ2%*, CPUNVW ZZZ’,
LGEOSBAL= . PRUE. /

&NAM_GRn _PRE CSURF='TS%0’, ZORELs0,1, S5T=287.0, XDTS=-1,, XBUG=(.2 /

1993 -1 18 T200.00

f SYANDRRD

140,
100200,
207.0
285.
15
100000.0 152.1342 0.7694154
92500.00 124.7735 1.192812
g5000.00 122.2820 0,6741661
iogaeo. Q. 0.
100000, Q. G,
93500. 55. 2.
85000, 10, 3.
70000. 360, 13,
50000, 300, e
40000, 255. 7.
30000. 2135, 17.
25000, 215. 16,
20000. 265. 24.
15000, 238, Z1.
I0000. 278, 18,
7000. 265. 5.
5600.000 214.7965 1.400892
3000.000 3.336700 9.4965285
1000.000 333.2188 7.227035%
a2
100000, 286.8 284.3
g3soo. 283.0 281.9
93000, 402,46 481,77
92500, 284.46 280.5
81100, 291.4 265,2
68109, 237.9 263.6
85000. 294.6 267.8
78600, 288.8 264.6
700090, 284.2 240.7
54700. 272.5 239.4
50000. 266.1 242.4
45700, 25%9.5 240.4
40000. 253.3 225.1
34800, 247.3 206.7
30000, 238.% 208.8
27000. 231.7 209.6
Z5000, 237.3 205.2
22700, 222.1 122.8
20000, 218.9 195.9
15100, &i2.1 183.0
15000, 211.8 182.8




ENAM_NEAL PGD  CPGD_PFILE=‘PGDANDESY’,
LREAD %3 = .TRUE., LREAD_Z{RBL » ,FALSE.,
LREAD_ZOVEG » .TRUF,. LREAY _RAD _PARRM = ,TRUE.,
LREAD_VEG_PARAM = ,TRUE., LREAD_QROUND_PARAM = .TRUE. /
&NAM_DIMa_PRE NIMAX»120Q, NIMAX=40, NKMAX=40 /
&NAM_CON¥ PRE LCARTESIAN=,.FALSE., LDOUSS=,FALSE.,
L2D= WPRUE., LlD=.FPALIE.,
CIDEAL=RE0U",
LPERTURBw .¥ALSE., NVERBaS /[

&GNAM_ CONERn LUSERV= TROE., NSV = 0 /

GHAM_GRID_PRE XGLATO0 w -24.61, XLOND « ~T70.4,
XRPRE w 0, . XBETA = 0. /

GNAM_GRYDn_PRIE CZGRID_TYPE w FPONCTH', XBYIGRD=S50., XDETOP=G00.,
XZMAX_STRGRD=3000. , XSTRGRDw30., XSTRTOPuw(.,

XLATCEN = ~24.61, XLONCEN» -70.4 /

£NAM_LUNITN CINIFILEs‘DL5VL’ /

LHAM _POST PRE /

ENAM_DYHD_FPRE /

LNAM_LBCn_PRE CLBCX(1)#'OPEN’, CLBCX(2)='OPER‘,
CLBCY (1)=/OPEN', CLBCY({2)}u’OPEN’ /

&RNAM_VPROF_PRE CTYPELOCs’IJGRID’, NILOC=20, RNILOC=30,
CRUNU~’Z2Z¢, CPUNV=/ZZLZ',
LGEQIBALs , TRUE. /[

&HAM GRn PRE CSURF=’TSZE0', ZOREL#0,1, $§T=288.8, XD2Su-l., XBUG=0.2 /

1

993 5 19 7200.00
f STANDRRD *
140,
100300.
288.8
A86.,
is
1000000 158.3020 1.875233
92500.00 160.8569 1.4610586
B5000.00 68.18753 V.2692502
70000, 340, 8.
67500. 345. 8.
58300, 305, i0.
508090. 305. 7.
5Qo000, 300. 7.
40000. 275, 15,
36800. 270. 20,
32600, 280, 20,
30000, 280. 20,
26500, a70. i8.
25060, 265. 20.
20000, 255. 32.
18000, 260, 29,
17300, 155, 36,
25
100000, 206.8 283.8
99900. 288.8 282.7

33700, 284.6 281.3
B7400. 291.6 272.8
B5000. 293 .4 269.7
76000. 282.0 256.8
€8800., 281.0 254.3
59400. 277.4 241.1
50000. 267 .3 242.2
48500, 265.3 242.5
45400, 262.% 235.40
40000. 255.5 232.3
30300, 238.7 229.7
30000. 238.3 220.4
a500¢G. a28.7 212.39
22400, 223.3 206.1
20000, 217.% 199.5
16600, aie.1 191.5

15000.00 210.3400 192.4896
10000.00 197.8800 190.7564
T000. 000 203,6700 189.6207
5000.000 212.6200 187.3716
. 3000.000 217.0200 184.3522

1000.000 234.6900 178.5343




ERAM_RIEAL_PGD

ENAM_DYMn_ PRE
&HAM_CONP_DRE

ENAM_COHFn
LNAM GRID PRE

LRAM_GRIDNn_ PRE

&NAN_LUNYLIn
ENAY_POST_PRE /
ERAM_DYNn_PRE /
£NAM_LBCn_PRE

CPAD_FILBw PGDANDESS

LREAD %3 = TRUE.,
+TRUE, ,

LREAD ZBOVEG =
LREAD VEQ_DPARAM

NIMAX=12D, NIWAX=4L0,
LCARTESIAH= . FALSE. ,
L1Dw  FALSE. ,

L2AD= . TRUK. ,
CIDEAL»"REQU”,
LPERTURB=

-FRLSE. ,

LREAD_ZOREL = .FALSE.,
LREAD RAD PARAM = .TRUE.,

w ,TRUE,, LREAD_GROUND _PARAM = .TRUE. /
NKHAX=40 /

LBOUESw, FALSE. ,

NVERB«5 /

LUSERVw . TRUE., NSV = 0 /

XLATO = ~24.61,
XRPE w» 0. .

CZGRID_TYPE = FUNCTN’, XDZGRD=50.,
XEMAX_STRGRL=3000.
XLATCEN « -24.61,

XLOHD = ~T70.4,

XBETA w 0. /

XDETPCP=600.,
, XSTREGRDu3{., XSTRTOPsQ,.

XLORCEN=s -70.4 f

CINIPXLE=D2ISVI’ /

CLBCX (1)« 'OPER",
CLBCY (1) ='OPENR’,

CLBCX(Z2}w OPEN",
CLBCY(2)='OFEN" /

ENAM_VPROF_PRE CTYPELOCH'IJORIDY, WILOC=20, NILOC=20,
CRUNU='Z2Z', CPONV= ZZL',
LGEOSBAL=, TRUE, /
ENAM_GRn_PRE  CSURF=’TS%0', ZORELw0.l, S5T=288.0, XOTS=-1., XHUG=(.2 /
1993 [ 23 43200,00
¢ STANDARD
140.
1000040.
288.0
285.
26
100999, 0 186.7591 2.195450
92500.00 183.2337 2.27371%
85000.00 1686.5744 1.,309809
51500, 335, 7.
50500. 280, 16,
50000. 280, 10,
48500, 285. 1G.
42100, 260. 17.
40000, 265. 19.
30400, 295, 26.
30000, 285. 6.
25000. 285. 34.
20300. 280. 44.
20000. 280, 43.
15200, 275, 43.
15000, 275. &3.
12900. 260, 28.
125006, 265. 21,
11800. 265. 25.
10800, 285, 20,
1000€. 285. 20.
7000.000 279.1008 11, 57557
5000.00C 250.4962 5.304046
300¢.000 235.2493 16.51331
1000.000 255,9566 14.18348
28
92500. 282.2  201.3
89400. 280.6 280.0
85600. 289.4 271.4
85200, I89.8 27L.7
85000.  289.8  271.7
pEY0C.  289.4  2561.0
73300, 282.4 254.5
70566.  283.0  235.8
56000. 269.7  230.7
52906, 268.3 220.2
50000, 264.9 a18.0
41500. 251.9  231.6
40006, 250.1  230.1
31800, 236.3 222.5
30000.  233.7  216.5
26260,  226.3 213.4
25000, 224.9 211.0
22B6C. 224.5  200.2
20000, 220.5 192.8
15060,  209.7  1B5.0
10060.  200.3  174.7
4750, 198.7 176.8
8690,  200.3  174.7
7060,000 206.0900 189.5749
5000.000 210.6800 187.4411
3600.000 217.270¢C 184.3616
1600.000 233.8500 176.1012




EMHAM _REAL_PAD CPER_FILE«‘PGDANDESDR?,

LREAD 28 o ,TRUE, . LREAD _ZOREL » .FALSE, .,

LREAD_ZOVEG = ,TRUB., LREAD RAD PARAH =

+TRUE. ,

LREAD VEG PRRAM « TRUE., LREAD_GROUND _PARAM e ,TRUE. /

EHAM DIMD PRE HNIMAX=130, NIMAXed(, NEMAX<4C /
LEHAM _CORF _PRE LCARTESIAN=.FALSE., LBOUSSe FALSE.,
L3D= FALSE., L1b».FALSE.,
CIDERLu='REQUS,
LEERTURBe ,FALSE., HVERBwS /

&ENAM_CONFn LUSERV= . TRUE., HSV w 0 /
&HAM, GRID PRE XLATO = -24,61, XLONO » -70.4,
XRPX = 0. s XBETA « 0. /

ENAM_GRIDn _PRE CZGRID TYPE = (FUNCENY, XDEGRE=50., XD2T0OP=600.,
XZHAX STRGRDw3I000, ¢ XSTRGRDw3{., XSTRTOF=0..

ALATCEN w ~24.61, XLONCEN= -70.4 /

EHAN_LUNITA CINIFLLEm/D2E5VL /

GNAM_POST_PRE /

GNAM_DYNn PRE /

LNAM_LECn_PRE CLBCX(1)=7QPEN’, CLBCX(2)w’OPEN',
CLBCY(1)='OPEN’, CLBCY(2)=‘OPEN’ /

ENM_VPROF_PRE CTYPELOCS!LIGRID’, NILOCe20, NILOCw20,
CRUNU«' 2227, CFONVa'ZZZ7,
LGHOSEALS . TRUE, /

&NRM_GRn_PRE CSURFw‘TFZ0/, ZOREL=0.l, 28T=287.6, XD¥S=-1.,

1993 5 25 T200.00
¢ SOANDARD 4
140,
100400,
387.6
281.
15
L0G000.0 133.1585 1.839348
9256¢G.00 113.0573 1.966977
85000.00 67.94540 1.758551
70000, 20, 4.
50000, 295, 13.
40000. 295. 20,
30000. a50. 48.
asoon, 285, 52.
400048.00 280.0036 45.01442
15090.00 2BL.4201 43.05149
10009.9% A60.7964 24.46257
T000.000 266.6691 10.84831
$000.000 287.8116 7.162995
000,000 29%8.4471 8.233104
1Gep.000 284.1691 23.21557
a8
93500, 281.4 279.9
912040, 280.4 280.0

950000. 279.4 279.3
88200, 286.8 368.7
85000. 251.4 266.7
84200. 291.8 265.5
T4000. 283.4 58,7
71400, 282.8 245.0
74300, 282.6 244.9
70000, 282.0 244.5
50000. 262.7 235.7
42000, 251,9 240.0
40700, 250.1 236.0
40000. 24%.3 235.3
38300. 247.7 226.8
12500, 242.1 221.5
31000. 241.7 221.9
30000. 2339.9 221.1
25000. 232.1 210.9
22800, 226.7 212.6

a¢o00. 00 219.2000 213.0020
15000.00 207,5700 201.0898
10600.00 201.2600 181.7445
7000.00¢ 204.8600 109.5802
5000,000 207.6600 187.5717
3000.000 217.3800 184.3544

1000.000 233.4800 177.910%

XBUC=0.2 /
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